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Abstract 1 Introduction

This paper presents a scalable, adaptive and time- Due to the decrease in cost of COTS hardware, there
bounded general approach to assure reliable, real-time has been a surge in the use of highly-interconnected large-
Node-Failure Detection (NFD) for large-scale, high load scale distributed computing environments [9, 11, 12] td hos
networks comprised of Commercial Off-The-Shelf (COTS)mission-critical systems. In order to maintain constant
hardware and software. Nodes in the network are indepen-availability, automated resource managers are used ie thes
dent processors which may unpredictably fail either tem- systems to allocate computational resources on nodes in
porarily or permanently. We present a generalizable, multi these networks to specific mission-critical applicationd a
layer, dynamically adaptive monitoring approach to NFD processes. If a resource manager can be notified of node
where a small, designated subset of the nodes are comfailures by a Node Failure Detection (NFD) subsystem in a
municated information about node failures. This subset of fast, timely manner with a low false-alarm rate, it is feasi-
nodes are notified of node failures in the network within ble to redeploy mission-critical applications from theddli
an interval of time after the failures. Except under condi- nodes onto auxiliary nodes within the bounds of the appli-
tions of massive system failure, the NFD system has a zer@ation’s real-time deadlines to mask or ameliorate the fail
false negative rate (failures are always detected with in a ure. This fast, low-error notification of node failures isasf
finite amount of time after failure) by design. The NFD sys- a key component of a resource management system’s abil-
tem continually adjusts to decrease the false alarm rate asity to provide the constant availability of mission-criic
false alarms are detected. The NFD design utilizes nodesapplications in real-world distributed computing environ
that transmit, within a given locality, "heartbeat” messe§y  ments. However, to be easily adoptable and usable in real-
to indicate that the node is still alive. We intend for the world environments, any general designs for fast NFD sub-
NFD system to be deployed on nodes using commodity (i.esystems must be scalable to large systems. Additionally,
not hard-real-time) operating systems that do not provide NFD subsystems must be low-overhead so that they will not
strict guarantees on the scheduling of the NFD processes.adversely impact the operations of the underlying environ-
We show through experimental deployments of the designment. This motivates the need to design a general purpose,
the variations in the scheduling of heartbeat messages carscalable, low-overhead, fast and low-false alarm rate NFD
cause large variations in the false-positive notificatia@ b subsystem.
havior of the NFD subsystem. We present a per-node adap- A simple approach to NFD is Heartbeat Failure De-
tive enhancement of the NFD subsystem that dynamicallytection (HBFD) where the nodes periodically send short
adapts to provide run-time assurance of low false-alarm «NodeAlive” heartbeat messages to the resource managers
rates with respect to past observations of heartbeat sdhedu g signify that the node is still operating [8]. The node is
ing variations while prOViding finite node-failure detemti said to “timeout” if the resource manager goes too |0ng
delays. We show through experimentation that this NFD without observing a heartbeat message from it. In the case
subsystem is highly scalable and uses low resource overyf g timeout, the resource manager could declare the node
head. that timed-out had failed and then take whatever actions

are necessary to redeploy mission-critical applicatitvas t
were running the failed node and avoid deploying new ap-

*This work was supported by the Defense Research Projectscige pllcathns_ on that una_vallable node. Unfortunately, many
(DARPA) under contract NBCHC030119. potential implementations of HBFD are not usable at the
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of failure when all heartbeats go to a single node; this would tential increases in (a time-bounded) worst-case failore n
also cause very high overhead for the node that receivedification time for assured limitations on false-positive- n

all those heartbeats or a design that uses a fully connectedification rate (based on past behavior). We have the addi-
graph (i.e. each node sends heartbeats to every other nodelional design concern that the NFD system should be low-
Additionally, previous approaches to HBFD have not been overhead and scalable to large systems and could also be
able to dynamically adapt to the run-time behavior of the easily dropped in as a common off-the-shelf service into an
system to maintain an optimal balance among various real-ongoing and enduring system management design.

time operational constraints such as the node-failureceete There is a large and active literature associated with NFD
tion delay and false-alarm rate. [2-6]. However, this literature is largely focused on theo-

Low-cost environments Comprised Of COTSs hardware retical results and there has been insufficient real-woeld d
and software, as is frequently the case in many real-world velopment and experimentation with general approaches to
distributed computing environments, are commonly limited scalable, adaptable NFD subsystems for distributed com-
to soft-real-time behavior. Soft real-time systems take a Puting environments comprised of COTS hardware and
best-effort approach to scheduling computations and com-Software. The adaptive, hierarchical NFD design and the
munications, and this is the typical situation when using €xperimentation is motivated by the DARPA ARMS pro-
commodity operating systems [7]. As a result, there is al- 9ram [9, 10] which required a generalizable, scalable and
ways variation in the scheduling of heartbeat transmission fast NFD system with low overhead that could satisfy the
generated by the nodes in soft-real-time Systems_ Theséjonﬂicting requirements of fast node failure detection and
variations in the scheduling of heartbeat messages car caugdoW false alarm rates.

large variations in the false-positive notification beloavif This paper is organized as follows. In Section 2 we dis-
the NFD subsystem. cuss the specific requirements of the NFD system. In Sec-

tion 3 we present the NFD design. In Section 4 we discuss
experiments with a non-adaptive version of the design. In

greatly from node to node in NFD subsystems. In practice, Section 5 q i dapti X f the NED
one could manually tune the behavior of an NFD subsys- ection 5 we descri eana aptive version 0 t. € Sys-
tem. A set of conclusions from the work is discussed in

tem to account for the node-by-node variations in heartbeat _
scheduling but this is a labor-intensive process and is notSecnon 6.
feasible in very large computing environments with large
numbers of nodes when cost is a factor. Additionally, no 2 System Architecture and NFD Design Re-
amount of manual tuning may actually solve the problem guirements

as any changes in system behavior or use may require re-

tuning. This inability to manually tune an NFD subsystem  As discussed in the introduction, we assume that the re-
may cause the NFD system to repeatedly and falsely de-source manager (or, for the sake of generality, whatever
clare large numbers of node failures due to the variations in component in the distributed computing environment main-
heartbeat generation times. Although not as disruptive astains information about node availability) maintains a NMod
false negatives, false positive node failures are highly un status Receiver (NSR) process to track which of the nodes
desirable because if a node is incorrectly declared failed,has failed based on signals from the NFD system. The
the resource manager may unnecessarily deploy missionnodes in the network run commodity, multi-threaded soft-
critical applications onto other nodes. This mlght cause th real-time Operating Systems which take a best-effort ap-
Unnecessary interruption of service for the missionaalti proach to event Schedu”ng_ Th|S best-eﬁort approach to
applications, in addition to the depletion of available@®d  event scheduling often leads to frequent false alarms which
In this paper we present a real-time dynamic, adaptive could potentially be catastrophic for the behavior of the
heart-beat methods for node failure detection that can beoverall system.
used to achieve a low false-alarm rate. Our design goal is To facilitate the heartbeat approach to NFD, each node
to have a dynamic, adaptive NFD system that assures a lonmaintains a thread that schedules the transmission of-heart
false-alarm rate at the cost of a potentially higher (buit sti beat messages and other operations. Generally, variations
finite) node-failure detection delay. The system should bein a node’s scheduling of heartbeats is dependent upon the
able to assure a very small false alarm rate if future belnavio node’s processor load and several other variables, such as
is similar to past observed behavior. These design concernshe degree to which kernel actions are preemptable. Al-
for NFD have not been previously discussed in the litera- though variations in scheduling from heartbeat-to-hesth
ture. We show how to enhance this NFD subsystem so itare not necessarily deterministic to an external observer,
can quickly adapt to decrease false-positive rates on a perscheduling errors from interval to interval are generadly-c
node basis for variations in scheduling due to a system’srelated.
soft-real-time components. This adaptation trades off po- The distributed computing environment’s underlying

The amount of variation in heartbeat scheduling varies



communication network, which is used to move heartbeats applications. Therefore, the NFD processes that run
and other messages between nodes, is assumed to be a stan- on each node of the network need to be low overhead
dard asynchronous data network, such as a standard IP net-  in terms of CPU utilization. In order to be usable in a
work. Thus, it can be assumed that when the network is high-demand, high-load environment an NFD subsys-
under a heavy operational load, there may be congestion tem should require no more than 2% of the bandwidth
and delayed or dropped heartbeats which could cause false  and CPU time from any shared nodes.

positive node failure detections.

When a node is operating and connected to the commu-
nication network, it is considered alive. A node is consid-
ered dead if it has a hardware failure that prevents compu-
tation from proceeding or there is a network partition such
that the node is functional but it is separated from the net- e Fault Tolerance- The failure of any one part of the
work (implying that it is effectively dead for the purpose of NFD subsystem should not cause the failure of the en-
hosting parts of distributed applications) or any othegiint tire NFD subsystem. That is, there should be no Single
mediate condition preventing the heartbeats from reaching Point Of Failure (SPOF).
its destination. Possible causes of node death include the 15,qn individually,

physical Tailure of th_e npde,_ an OS crash, and the failure Ofgeneral NFD subsystem design may have well-known so-
the node’s communication link(s). _ lutions in the NFD literature [4—6]. However, the combina-
Ideally, the NSR would be informed of node failures as jon, of all these requirements in a real-world context, ipart

soon as possible after failure with a low false positive.rate ularly scalability, a 100ms desired detection time and SPOF
Also the NFD would ideally have low overhead, be scal- ¢y it olerance make this a difficult and open problem.

able to very large computation networks and be tolerant of

NFD component failures. We describe these requirement : .

as follows: 3 Node Failure Detector Design

e Scalability- The NFD solution needs to be scalable to
both small and very large configurations. Our design
goal was an NFD subsystem that could scale to a sys-
tem with 1000’s of nodes.

each requirement we place on the

e Low False Positive Rate To prevent the resource We developed a general design for an NFD subsystem
manager from unnecessarily redeploying mission crit- comprised of a three-level hierarchical architecture. réhe
ical applications, the NFD solution should not gen- &€ threg component Ie\{els in this hierarchy: Node Sta-
erate erroneous failure notifications (false-positives). tus Receiver (NSR), Monitor, and Sender (each component
Repeated false positives are particularly undesirable May contain multiple threads of execution.) In order to sat-
due to the possibility of causing the resource man- isfy the fault tolerance requirement, it is assumed thakthe
ager to “thrash” when (re)deploying to “thrash” when @aré at least two NSR processes running on separate nodes
(re)deploying computational processes on nodes. Ain the system that collect aggregate information about node
goal for an NFD subsystem design beyond the current failures.

state of the art in the context of the other requirements At the lowest level of the hierarchy, the Sender is a single
was to assure at most one false positive node failurethréad that executes on each node of the system to generate

detection per month of operation (based on past pe-heartbeats that are sent to a subset of the Mopitors. The_ set
havior). of all Senders that send heartbeats to a particular monitor
are called a cluster. There are multiple Monitors in the sys-
e Fast Worst-Case Detection Tim@here is aneed fora tem, deployed on a small subset of the nodes. Each Monitor
general, off-the-shelf deployable NFD subsystem with is comprised of two threads of execution. One thread, called
worst-case detection times as fast as possible with re-the detection thread, observes the arrival of heartbeats fr
spect to need for a low false positive rate. Based on Senders assigned to it and saves statistical information re
previous experience in developing NFD subsystems, lated to its observations of heartbeats. The second Monitor
we perceived that a worst-case detection time on thethread, called the Sweeper thread, periodically execotes t
order of 100 milliseconds is fast enough to support determine which nodes may be dead and sends lists of the
soft-real-time deadlines of many applications, yet it nodes that the Monitor believes to be dead to the NSRs. A
is still beyond the ability of current scalable, low- Schematic of communication for the implementation of this
overhead NFD subsystems with assured low false posi-NFD system can be seen in Figure 1 where all Senders in a
tive rates for distributed computing environments com- cluster are assigned to the same two monitors (although this
prised of COTS components [10]. is not a requirement.)
The heartbeat messages are UDP packets that contain in-
e Low Overhead- The NFD will need to run concur- formation that identifies the node that generated the heart-
rently (i.e., on the same nodes) with mission-critical beat and a sequence number so that missed heartbeats can



Node Status Node Status nodes that it is monitoring to detect node timeouts. If the
Receiver Receiver difference between the current time and the time of the last

i heartbeat received by the node is greater tharTthealue
g‘gﬂﬁs g‘gﬂﬁs assigned to the node by the Monitor, the node is declared
Alerts Alerts dead.

il o= gl =S b We concluded that the best practice for avoiding a large
'l Monitor Monitor Monitor Monitor number of false positives due to dropped heartbeat packets
! is to setT'h to be at least twice the heartbeat generation pe-
Heartbeats riod. This allows the system to avoid declaring an erroneous
failure in the case of (non-consecutive) single-packetdes

1 Cluster mum amount of time it takes a Monitor in the NFD subsys-
B R tem to send an NSR information about a node failure. We
find this maximum failure notification time to be:

without incurring the overhead from sending more packets.
Senders \ Senders In the Appendix, we develop an expression for the maxi-

Figure 1. NFD Communication Schematic.
SM + MN +Th+ SI+3SL

be detected. The Sender thread generates heartbeats whié%here'
are sent to the Sender’s Monitors at a nominal configurable o SA7 is the communication latency of the last heartbeat
rate; we say the heartbeats are generated at a nominal rate  sent to the Monitor from the failed node.
because we assume that there may be variations in the
scheduling of this heartbeat generation thread due to the ef e M N is the worst-case communication latency of the
fects of using a commodity operating system. failure notification sent from the Monitor to each of
Senders are clustered based on physical proximity inor-  the NSR instances.
der to minimize the communication overhead associated
with NFD operation. In order to satisfy the minimum re-
quirement for fault tolerance, every Sender should be asso-
ciated with at least two Monitors so that the failure of any ¢ g7 is the period between executions of the sweeper
one Monitor will not hinder the NSRs’ notification of indi- thread in the Monitor.
vidual node failures.
The Monitor’s detection thread is run at the second- e SL is the amount of time the sweeper thread takes to
highest priority, behind the sweeper thread. The monitor run.
maintains an internal list of the arrival times of the latest

heartbeat observed from each of its senders. Upon the ar>enerally, there will be variations in the values $1,

rival of heartbeat messages, the detection thread is schedMN’ ST andSL. However, in experimentation, we found

uled to start as soon as possible, which then places a timezhat the values of these parameters are tightly distributed

stamp for the heartbeat on the internal list at the location z;_rorl:r;d elxpected met(:::a?fleues. t‘_l;hlst_prOV|d$|sbusSIW|ih a
corresponding to the Sender that generated the heartbeat. gh levet assurance that faiiure notiications will be sen
o . . . the NSRs within some time bound.
The Monitor’s sweeper thread is run at the highest prior-

. ) : . N We implemented the NFD subsystem for several sets of
ity the operating system has. This thread is run periodicall g : . .

. . ; experiments using the ARMS configuration as the context
at a nominal frequency to determine which of the nodes

could be dead based on the list of the last observed heartbea]:f)r evaluation. F'rSt we consider the case of fixed thresi-wold
X ) . . In the next section and the case of variable threshold in the
arrival times. Again, we say nominal due to the use of soft : .
. . . - . section following that.
real-time operating systems which may cause variations in
the scheduling of the sweeper thread. However, because this ) ] .
thread is run at the highest priority, there would genetiadly 4  Fixed Threshold Experimentation

less variation in sweeper scheduling than in the scheduling

e This the timeout threshold used by the Monitor to de-
tect the node failure.

of heartbeat variation. We ran two experiments of the NFD implementation us-
To determine if a node has failed, the Monitor maintains ing a fixed detection threshold. In the first experiment, we
a local, configurable list of Detection ThresholfiK) val- configured the NFD subsystem using 40 physical nodes to

ues for each node in its cluster. During each iteration of simulate 1020 monitored nodes. This experiment was de-
operation, the sweeper thread loops through a list of all thesigned to test the scalability and measure the overhead and



node failure detection times of the subsystem design whenthere were no false negative node failure occurrences.
there are large numbers of node failures. Based on the initial experimentation, the design scaled
For the second experiment, we configured the NFD sub-sufficiently for the test system with 1000 virtual nodes.

system using 10 physical nodes (and no virtual nodes) inln general, the NFD subsystem implementation performed
a high-load environment running 10 Sender instances, 2with low overhead in the large-scale test system, both in
Monitor instances and 2 NSR instances. The intent of theterms of computation and communication resources. Addi-
second experiment was to observe the effects of schedulingionally, the NFD subsystem implementation demonstrated
errors in the Senders and Monitors and to test the ability toits designed fault tolerance property when we induced fail-

detect false alarms. ures in individual components such as the Monitors and
NSRs, the overall behavior of the system was not altered.

4.1 First Experiment The virtual nodes in the system had a light computational
load so the false positive rates were not tested in this exper
iment.

We based the experiments on the motivating ARMS dis-
tributed computing environment which uses a standard IP
over Ethernet network with very high bandwidth. For this 4-2 Second Experiment
experiment, we used 20 (of the 40 total) physical nodes to
each run 50 instances of the Sender, providing 1000 simu- In a second experiment, we ran an ARMS configuration
lated nodes. We used the remaining 20 physical nodes toof the NFD subsystem in a distributed computing environ-
run one instance each of a Sender, a Monitor. Two of thesement comprised of 10 Senders on 10 physical nodes, along
physical nodes also ran an NSR instance. Thus, we usedvith a Monitors and an NSR coresident on two of those res-
20 monitors, and given that we used cluster sizes of ap-ident on two of those nodes. We used a different experiment
proximately 100, we used 2 Monitors for each cluster. The testbed for this experiment because experiments on Emulab
heartbeat generation rate was set to 45Hz, and the Monitorare normally limited to 16 hours and we wanted to observe
sweeper rate was set to 40Hz. (This impligs the wakeup  long-term false positive node failure detection rates way b
interval for the sweeper, was 25ms.) Based on an objectiveyond that limit.
of 100ms worst-case detection time, weBétto be 50ms. For these experiments we used 10 workstations and

For this experiment, we used the University of Utah's servers which would normally be found in a general office
Emulab [1] testbed to emulate the virtual nodes. This ex- environment. The mix of hardware consisted of PC desk-
perimental testbed allows users to configure VLAN-based tops (Dell OptiPlex GX270 w/ Pentium-4 CPU 2.80GHz
private networks and specify the operating systems emu-, Dell OptiPlex GX150 w/ Pentium-Ill CPU 933MHz and
lated on the virtual nodes. We used the “pc3000” option [1] Dell PowerEdge 650 w/Pentium-4 CPU 2.66GHz) running
to specify the hardware on all virtual nodes. (This options various flavors of the non-real-time Linux operating sys-
specifies that the virtual nodes emulate a 3.0 GHz 64-bittems (Fedora Core 5, Ubuntu 6.10, Gentoo.) This hetero-
Xeon processors, based on Dell Poweredge 2850.) We als@eneity was intended to represent the more normal case
specified Fedora Core 4 as the operating system on the virwhere uniformity of hardware and software cannot be guar-
tual nodes. The VLAN-based network topology was just a anteed.
single LAN with all 44 physical nodes on the same subnet.  The desktops used were active developer workstations,
The nodes were unloaded with other processes. so there was typically a heavy but irregular load on these

We performed experiments to determine the runtime of machines and on the network interconnecting them during
the sweeper threads(.). In the worst case when using a normal business hours. We observed false positive rates tha
cluster size of 100, this thread runs in 2ms. The runtime wasvaried from one a week to several times an hour. This false
proportional to the number of failures detected; the more alarm rate is unacceptably high; several orders of magaitud
failures, the higher the runtime. The high value of 2ms was higher than desired. After analysis of the experimenta$yun
for 100 simultaneously-induced node failures. we concluded that there were two primary causes of false

We never observed M or M N to be greater than 4ms.  positives: dropped heartbeat packets and the inconsistent
With these maximum valueSM + M N +Th+SIT+3SL scheduling of the sender and sweeper threads.
would be less than 91ms, which would satisfy the require-  Although it was common for single UDP heartbeat pack-
ment that the NSRs would receive notifications about nodeets to be dropped in the communication network in the test
failure within 100ms. This assertion is supported by exper- system, it was sufficiently unusual for consecutive packets
imentation. When we ran this experimental configuration, to be dropped when a node was still alive that we never saw
we induced over 4800 virtual and physical node failures. a false positive caused by two consecutive node losses in
Over the 4800 induced node failures, all node failures wereany of the experiments.
reported within the required 100ms deadline, which means We observed a large number of false alarms due to
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10° ‘ ‘ w w w w ! ! ! ferent nodes (on a semi-log scale). Note that we only plotted
] T~ Average parfoming Nede | | the rate of violation occurrences when the scheduling-inter
111 Best performing Node | val is greater than the nominal value of 25 msec. because

by definition a scheduling violation has not occurred if the
C scheduling interval is less than 25 msec.. We selected the
3 nodes out the ten available to demonstrate a) the number of
§ observed scheduling violations exhibited by the “best* per
forming node (the dotted line), b) the number of observed
scheduling violations exhibited by an “average” node (the
dashed line) and c) the number of scheduling violations
exhibited by the “worst” performing node (the solid line.)

r Note that from these plots we can surmise that all of the
‘ ‘ ‘ ‘ ‘ ‘ ‘ nodes exhibited scheduling violations. As can be seen in
T B canbea Soheculing menval (meec) o Figure 2, there is a variability in the number and magnitude
of heartbeat scheduling violations of several orders of-mag
nitude between the “best” node and the “worst” node. One
could diminish these consistently occurring schedulirgy vi
lations by appropriately tuning the static Monitor threlsiso

by hand, but this is not feasible for very large scale systems
as discussed in the introduction. In the next section, we de-
scribe an extension to the design to include an adaptive NFD
Monitor that can self-tune for these scheduling violatioms
order to trade off an improved false alarm rate for a slight
increase in detection time.

scheduling variations at the Senders and Monitors. False
positives due to Monitor scheduling variations were easyto 5 Adaptive NFD
detect and compensate for during system operation. The

sweeper thread has the highes.t priority in the Monitor SO we designed an adaptive version of the NFD subsystem
that it could preempt the operation of the detection thread'where the failure-detection thresholds used by individual

If a scheduling problem occurred that prevented the SWeepeh ) iors are adjusted (in a strictly increasing manner) on

t_hread from exe?utmg, then it is guarantt_aed that the detec—a per-node basis. We took a simplistic approach to Monitor
tion thread hasn’t been able to execute either, and therefor

. N . adaptation by multiplying the Monitor’s detection threkho
Pea,rtbeatt\z arke vte rykl 'k?l_lﬁ.to be slgtllngcljntththpl\(Ae ratlltnggys Th for a node by a configurable valdeevery time a false
ems network stack. 1his would fead to the lonrtor de- positive is detected on that node by the Monitor. (The same
termining that all nodes in its cluster were failed, but most

likelv th il N Id be fal i We imol value ofk is used for all nodes.) A false positive is detected
Ikely these "aulures” wou € 1alSe-posilives. Ve imple when a Monitor receives a heartbeat from a node after that

mented checks in the sweeper to detect when its scheduling10de has timed out and the Monitor has communicated to
has.been ipterrupted, and IFit h"?‘s then it ;kips the failere d an NSR that the node is dead. Although this approach does
_tect|on unti the next period. T_h_|s results in the Sweeper be not predict the occurrence of false alarms before they occur
ing able to reject all false positives due to sweeper schedul (this is most likely impossible), this approach preventsda

Ny errorslgurtlﬂg gulr ex%ecrjm:ent@anor}. Altlhoudghfth:s dBS('jg alarms from occurring if the scheduling errors exhibited by
may resultin the delayed detection of real NOAe fallures aur o 1, qeq in the future is comparable to the scheduling er-

ing sweeper scheduling errors, we observed during our ©X-ors exhibited by the nodes in the past

perlmgntz.adtlontlthat theﬁprpba}[:)llity Oghthteti? evhentfdhagp;)en- This approach to NFD adaptation allows the NFD soft-
Ing coincidently are suticiently low that this Should Notbe -, e o “discover” appropriate thresholds for each individ

a concem, especially with redundant monitors. ual node to avoid repeated false-positives in the futurés Th
The other cause of false positives, scheduling variationsmethod also keeps stricter bounds on the worst-case detec-
at the Senders, is not as easy to detect in real-time. We obtjon time of nodes that are able to accurately schedule the
served in the experiments that these variations could pteve generation of heartbeats. An additional benefit of this ap-
the Sender from generating its heartbeat message for up t@yroach is that the threshold adjustments can be propagated
a second after it nominally should have been sent. to the NSR (top-tier) nodes, so that resource-management
Figure 2 contains graphs of rates of scheduling violation software that consumes node failure events will be able to

Heartbeat Scheduling Interval Occurrence Rate (per Hour)
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Figure 2. Plots of How the Rate of Schedul-
ing Violation Occurrences Varies with the
Scheduling Interval for the “Best”, the
“Worst” and an “Average” Performing Nodes

on a Semi-Log Scale.



 Detectiop Threshold vs. Experiment Clock for Three Nodes tem. . . .
v Er—rrp——" i One might expect that this method for threshold adjust-
1 |- = -Node 2 Threshold Level O ment would increase the detection threshold at an exponen-
1O Node 3 Threshold Level : tial rate. However, the occurrence of scheduling errors was
found to be approximately exponentially distributed. This
behavior causes the detection threshold to increaseslguick
during the tuning phase in the first few hours of operation.
Later, the rate of increase of the detection threshold decay
quickly, causing stable behavior in later stages.

i Note that the threshold for Node 3 increased to nearly
Hommmm e & 5 seconds. A threshold this high may not be usable for
S most applications and suggests that an area for continued
—————————————————— --m u research and development would be in policies that would
. remove nodes from operation if they cannot reliable provide
sufficient detection thresholds and false alarm rates.

10

Detection Threshold (ms)

10

Experiment Clock (Days)

6 Conclusion and Discussions

Figure 3. Sample Variations in Detection .
Thresholds. We developed a fast, general, reliable and scalable node

failure detection subsystem using a hierarchical, adaptiv
approach. Building upon a proof-of-concept implementa-
tion, we were able to increase the timeliness of NFD in the
system by making the sending and receiving of heartbeats
take worst-case node failure detection times and false posi more efficient and less susceptible to load on the host sys-
tive rates into account when deploying mission-critical ap tem, both on a per-host basis as well as in the overall system.
plications or applications that would be difficult to redapl ~ Through experimentation we demonstrated how this design
We configured and evaluated our adaptive NFD test sys-was enhanced to adaptively trade failure detection time for
tem in the same high-load, 10 node network from Subsec-a decrease in the subsystem’s false positive rate.
tion 4.2 with the threshold growth parameteset to 2. We A design augmentation approach for future work to de-
ran the system for a month (30 days). A sample of how the crease the NFD overhead would be to make the Senders’
detection threshold was adjusted over the first few days ofheartbeat transmission rate dependent on changes in its de-
the experimentation period for three sample nodes can beection threshold valu&'h at the Monitors. This is a pos-
seen in Figure 3. (Note that Figure 3 is plotted on a semi- sible area of application of variable controls rate, a aurre
log scale.) We selected the three nodes to demonstrate theesearch topic in control theory for adapting control sens-
highest threshold adjustment exhibited during the experi-ing and actuation rates. An underlying goal of the work in
mental run (Node 3), the lowest threshold adjustment exhib-this research area is the need for methods to design these
ited during the experimental run (Node 1) and the threshold dynamic systems such that their behavior is predictable and
adjustments of an “average” case node (Node 2.) certifiable.
For most nodes there was only one false positive, and
hence one adjustment of the threshold for the entire 1-monthReferences
run of the system. Note that the best performing node had
no adjustments during the test run. The worst performing (1] http://iwww.emulab.net.
node only had one threshold adjustment, but this adjustment [2] M. K. Aguilera, W. Chen, and S. Toueg. Failure detec-
was driven by a large delay in a heartbeat arrival that was tion and consensus in the crash-recovery mdditributed
most likely an uncommon event as we did not observe any Computing 13(2):99-125, Apr. 2000.
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