Measurement of Packet Processing Time of an Internet Host using Asynchronous Packet Capture at the Data-Link Layer
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Abstract—As transmission speeds increase faster than processing speeds, the packet processing time (PPT) of a host (i.e., workstation) is becoming more significant in the measurement of different network parameters, in which packet processing by the host is involved. The PPT of a host is the time elapsed between the arrival of a packet at the data-link layer and the time the packet is processed at the application layer of the TCP/IP protocol stack (RFCs 2679 and 2681). In this paper, we propose a methodology to measure the PPT of a host using Internet Control Message Protocol (ICMP) packet and a specialized packet-capture card that does not require synchronization between the host under test and the packet-capture card. We tested the proposed methodology on two hosts with different specifications. The experimental results show that the proposed methodology consistently measures PPT.

Index Terms—Active measurement, packet processing time, clock synchronization, local area network.

I. INTRODUCTION

Packet processing time (PPT) of a host (i.e., workstation) is the time elapsed between the arrival of a packet in the host’s input queue of the Network Interface Card, NIC, (i.e., the data-link layer of the TCP/IP protocol stack) and the time the packet is processed at the application layer [1], [2]. As link rates increase faster than processing speeds [3]-[5], the role of PPT becomes more important in the measurement of different network parameters.

One-way delay (OWD) in a local area network (LAN) is an example of a parameter that PPT can significantly impact [6]. Figure 1 illustrates the OWD of a packet \( P \) over an end-to-end path, between two end hosts, the source (src) and the destination (dst) hosts. The figure shows the different layers of the TCP/IP protocol stack that \( P \) traverses at both end hosts, as defined in RFC 2679 [1]. The transmission time \( t_t \) and propagation time \( t_p \) of \( P \) take place at the physical layer, the queuing delay \( t_q \) takes place at the network layer, and the time stamping of the packet creation at src (PPT\(_{src}\)) and packet receiving at dst (PPT\(_{dst}\)) take place at the application layer of the end hosts. The actual OWD experienced by \( P \) from src to dst is:

\[
\text{OWD} = \text{PPT}_{src} + t_t + t_q + t_p + \text{PPT}_{dst}
\]

However, because of the low transmission rates of legacy systems, PPT has been considered so far negligible (i.e., \( \text{PPT}_{src} = \text{PPT}_{dst} \simeq 0 \)). As data rates increase, the contribution of PPT increases.

The error in the measurement of OWD in high speed LANs can be large if PPTs are neglected. For example, the measurement of OWD of 1500- and 40-byte packets between the end hosts with \( \text{PPT}_{src} = \text{PPT}_{dst} = 2 \mu s \) and an average level of queuing delay, \( t_q = 40 \mu s \) [7], on a 100-Mb/s link would have an error of 2.5 and 8.5%, respectively. In these calculations, error = \( \left| \frac{(\text{OWD}' - \text{OWD})}{\text{OWD}} \right| \times 100 \% \). OWD = OWD’ + PPT\(_{src} \) + PPT\(_{dst} \), OWD’ = \( t_t + t_q + t_p \), and \( t_p = 0.5 \mu s \), considering the maximum transmission length (100 m) of a Fast-Ethernet cable [8]. This error increases up to 52% when queuing delay is relieved (\( t_q \simeq 0 \mu s \) [7], [9]-[11]) for a 40-byte packet, which constitutes 50% or more of the IP traffic [12], [13]. In a similar scenario, the error of OWD on a 1-Gb/s link can be up to 14% (as \( t_p = 25 \mu s \) for a 5-km optical cable in Gigabit Ethernet [8]). Therefore, PPT must be considered for an accurate measurement of OWD in LAN.

Similarly, knowledge of the PPT of servers used in financial-trading datacenters can increase customer confidence as OWD is estimated with high accuracy [14], [15].
In a wide area network (WAN), high-resolution OWD measurement can be used to increase accuracy in IP geolocation [16]-[18]. In IP geolocation, each microsecond of propagation time varies the estimated geographic distance by 300 m between two end hosts connected over optical links. PPT is also an important parameter in the measurement of link capacity and available bandwidth on high speed networks [19], [20]. For example, in the measurement schemes based on packet-pair structure [21]-[26], 1 µs of PPT can incur 8% error on a 1-Gb/s link if 1500-byte packets are used. This error increases as the packet length decreases.

The measurement of the PPT of a host can be complex because the host must record the time a packet arrives at the data-link layer and the time the application layer processes the packet. However, time stamping at the data-link layer is not readily available in popular and deployed NICs. PPT measurement can be performed by placing a specialized packet-capture card in the same subnet where the host under test is located. Furthermore, existing packet-capture cards have a time stamping resolution in the nanosecond range [27], [28], and their use require time synchronization [29] with the host’s clock. This is difficult to accomplish as operating systems of a host can provide up to microsecond resolution. In this paper, we present a methodology to measure the PPT of a host using a specialized packet-capture card in the same subnet. The proposed approach does not require clock synchronization between the host under test and the packet-capture card. We present an experimental evaluation of the proposed methodology, and the outcomes show consistent and measurable results.

The remainder of the paper is organized as follows: Section II discusses the basic architecture of a host and its NIC operations. Section III introduces the proposed methodology to measure PPT. Section IV shows the experimental results of PPTs measured on two different hosts. Section V discusses related work. Section VI concludes our discussion.

II. DETERMINING FACTORS OF PPT IN HOSTS

In this paper, we consider the time stamping of a packet transmission as the packet processing event. This latency is determined by the properties of the central processing unit (CPU), bus speeds, NIC driver, and system-call latencies of the operating system of the host [4], [30], [31]. Therefore, the architecture of a host and its NIC operations for sending and receiving a packet have a major impact towards PPT. In the following discussion, we present the basic architecture of a host and the operations of a NIC.

A. Host Architecture

A host architecture has basically one or more CPUs, where each can have one or multiple processing cores, a chipset to operate in conjunction with the CPUs, main memory (blocks), and NICs. These different subsystems are interconnected by means of buses, a front-shared bus to connect the CPU and the chipset, a memory bus to connect the main memory and the chipset, and a Peripheral Component Interconnect (PCI) bus to interconnect the chipset with the NICs. Figure 2 shows this simplified architecture.

![Fig. 2. Top-level architecture of a general-purpose host.](image)

B. NIC Operations

Figure 3 illustrates the two basic operations of the NIC: packet transmission and packet receiving processes [30], [31]. Figure 3(a) shows that for transmitting a packet, the host initially creates buffer descriptors in the main memory containing the location, both address and length, of the packet (Step 1) and informs about this event to the NIC (Step 2). The NIC then copies the packet to its local buffer through two Direct Memory Access (DMA) transfers, one for the packet descriptors and the other for the packet itself (Steps 3 and 4). The NIC sends the packet out to the network (Step 5) and finishes the transmission process by interrupting the CPU (Step 6). According to Figure 3(b), when a packet arrives in the NIC buffer from the network (Step 1), the NIC initiates the receiving process by copying the packet into a pre-allocated buffer at the main memory along with the packet’s descriptors through two DMA transfers (Steps 2 and 3). The NIC finishes the receiving process by sending an interrupt to the CPU (Step 4).

III. PROPOSED PPT MEASUREMENT METHOD

Figure 4 shows the proposed method and experimental setup to measure PPT of dst. The setup consists of a source host (src) directly connected to a destination host (dst) through an Ethernet link. A sniffer (hsf), a workstation equipped with a two-port packet-capture card (Endace DAG 7.5G2 card [27]), captures the packets transmitted between src and dst by connecting its two ports to the Ethernet link using a custom-built wire tap. In this experimental setup, the propagation times of the sniffed packets are considered negligible because the distance between src and dst is 2 m.

To measure the PPT, src sends an ICMP echo request packet (Q) to trigger an ICMP echo reply packet (R) at dst. hsf captures the exchanged ICMP echo packets and time stamps them at the data-link layer. dst also time stamps the exchanged packets, however, at the application layer.
Figure 5 presents the time line of the events that take place between the exchange of ICMP echo packets $Q$ and $R$ at $dst$. Here, the gap measured by $\Delta st$, $t_7 - t_1$, includes the receiving time of $Q$, $t_2 - t_1$, the PPT experienced by $Q$ on its travel up through the TCP/IP protocol stack, $t_3 - t_2$ or $PPT_{up}$, the time taken by $dst$ to generate $R$, $t_5 - t_3$, and the PPT experienced by $R$ on its travel down through the TCP/IP protocol stack, $t_7 - t_5$ or $PPT_{down}$, at $dst$. The gap measured by $dst$ at the application layer, $t_5 - t_3$, includes the actual time needed to generate $R$, $t_4 - t_3$, plus the system-call latency of the operating system for time stamping $R$, $t_5 - t_4$. The gaps $t_2 - t_1$ and $t_5 - t_3$ are subtracted from $t_7 - t_1$, which is equal to $2PPT$ at $dst$ if $PPT_{up} = PPT_{down}$. The assumption of equal PPTs for both the incoming $Q$ and outgoing $R$ at $dst$ may not always be the case, but we consider a scenario where there is no other traffic passing through the host. Moreover, the travel path of a packet between the data-link and application layers is the same, as discussed in Section II-B.

IV. EXPERIMENTAL RESULTS

We measured PPT of two hosts, a Dell Dimension 3000 (D3000) and a Dell Inspiron 513S (I513S) workstations, to evaluate the proposed methodology. The specifications of the workstations are shown in Table I. We performed PPT measurements on these two workstations with their NICs running at 10 and 100 Mb/s to investigate the effect of interface speed on PPT besides the workstations’ specifications. We tested each workstation using 500 ICMP echo packets and repeated the test 10 times. Each ICMP echo packet consists of the default frame length of 110 bytes.

<table>
<thead>
<tr>
<th></th>
<th>Dell Dimension 3000</th>
<th>Dell Inspiron 513S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>D3000</td>
<td>I513S</td>
</tr>
<tr>
<td>CPU (speed)</td>
<td>Intel Pentium 4 (3 GHz)</td>
<td>AMD Athlon 64 X2 (1 GHz)</td>
</tr>
<tr>
<td>RAM</td>
<td>252 MB</td>
<td>1024 MB</td>
</tr>
<tr>
<td>RAM speed (data width)</td>
<td>400 MHz (64 bits)</td>
<td>667 MHz (64 bits)</td>
</tr>
<tr>
<td>PCI bus speed</td>
<td>266 Mb/s</td>
<td>133 Mb/s</td>
</tr>
<tr>
<td>Linux kernel version</td>
<td>2.6.18</td>
<td>2.6.18</td>
</tr>
<tr>
<td>NIC driver</td>
<td>Intel Corp. 82566EZ</td>
<td>6Value Corp. MC-761</td>
</tr>
</tbody>
</table>

Table II shows the summary of the measured PPTs ($PPT$ column) and their standard deviations ($std$ column) on the D3000 and I513S workstations. Table II shows that the PPTs of the D3000 workstation are 21 $\mu$s and 14 $\mu$s under 10-Mb/s and 100-Mb/s transmission speeds, respectively. For the I513S workstation, the PPTs for those transmission speeds are 16 $\mu$s and 7 $\mu$s, respectively. The standard deviations of the measured
TABLE II
SUMMARY OF PPT MEASUREMENT

<table>
<thead>
<tr>
<th>dst</th>
<th>Link capacity (Mb/s)</th>
<th>$t_2 - t_1$ (µs)</th>
<th>$t_3 - t_2$ (µs)</th>
<th>$t_6 - t_5$ (µs)</th>
<th>$2 \times$ PPT (µs)</th>
<th>PPT (µs)</th>
<th>std (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D3000</td>
<td>10</td>
<td>131</td>
<td>88</td>
<td>22</td>
<td>41</td>
<td>23</td>
<td>0.31</td>
</tr>
<tr>
<td>D3000</td>
<td>100</td>
<td>57</td>
<td>10</td>
<td>22</td>
<td>41</td>
<td>14</td>
<td>0.42</td>
</tr>
<tr>
<td>I531S</td>
<td>10</td>
<td>161</td>
<td>88</td>
<td>22</td>
<td>41</td>
<td>16</td>
<td>0.31</td>
</tr>
<tr>
<td>I531S</td>
<td>100</td>
<td>63</td>
<td>9</td>
<td>41</td>
<td>13</td>
<td>7</td>
<td>0.42</td>
</tr>
</tbody>
</table>

PPTs on both workstations under each transmission speed is smaller than 1 µs.

Figure 6 shows the distributions of samples of ICMP packet generation times ($t_5 - t_3$) of each workstation under 10- and 100-Mb/s transmission speeds for 500 ICMP packets. Figures 6(a) and 6(b) show that the mean packet generation time measured on the D3000 workstation under 10-Mb/s and 100-Mb/s transmission speeds are 22 µs and 23 µs, respectively. According to Figures 6(c) and 6(d), the mean packet generation times measured on the I531S workstation for those transmission speeds are 40 µs and 41 µs, respectively. Similar packet generation times on both transmission speeds on each workstation, as shown in Figure 6 and Table II (the $t_5 - t_3$ column), suggest that the packet generation time of a host is independent of its transmission speed. However, the D3000 workstation has smaller packet generation time (i.e., about 20 µs smaller) of the two workstations as it has higher CPU and bus speeds, according to Table I. This phenomenon infers that the packet generation time depends on the host’s specifications.

![Fig. 6. ICMP packet generation time ($t_5 - t_3$) on the workstations: D3000 with a NIC running at (a) 10 Mb/s and (b) 100 Mb/s, and I531S with a NIC running at (c) 10 Mb/s and (d) 100 Mb/s.](image)

Figure 7 shows sampled distributions of the time stamping intervals between $Q$ and $R$ ($t_7 - t_1$) recorded by $hst$ on the workstations: D3000 with a NIC running at (a) 10 Mb/s and (b) 100 Mb/s, and I531S with a NIC running at (c) 10 Mb/s and (d) 100 Mb/s.

![Fig. 7. Time stamping interval between $Q$ and $R$ ($t_7 - t_1$) recorded by $hst$ on the workstations: D3000 with a NIC running at (a) 10 Mb/s and (b) 100 Mb/s, and I531S with a NIC running at (c) 10 Mb/s and (d) 100 Mb/s.](image)

V. RELATED WORK

There is no existing scheme to measure the PPT of an end host to the best of our knowledge, but the measurement of PPT of a router has been considered of interest. A previous work measured PPT of hardware routers in an end-to-end path by instrumenting their input and output links with packet-capture card given that the method has physical access to the routers under test [7]. Here, the PPT of a router is defined as the time interval between the departure of a packet from the ingress queue of the input link and the arrival of the same at the egress queue of the output link of the router; therefore, the actual value is equivalent to two times PPT plus the packet-switching latency through the router’s switching fabric.

Another study extended the above mentioned method to measure PPT of software routers by instrumenting the routers with dedicated software processes (i.e., kernel functions) that capture the ongoing traffic between the input and output links, both at the data and application layers [32].

Beside PPT of routers, a scheme, called fast-path/slow-path discriminator ($fsd$), was proposed to measure packet generation time of routers using ICMP packets [33]. In $fsd$, the source host sends two different types of probing packets, a direct probe and a hop-limited probe, toward the destination host.
of a multiple-hop path, consisting of \( n \) nodes, for estimating OWD between the end hosts to measure the packet generation time of routers, e.g., node \( i \), where \( 2 \leq i \leq n-1 \), in the path. The direct probe is a specially crafted ICMP echo reply packet with a Time-to-live (TTL) value to enable reaching the destination host through node \( i \), which is the router under test. The hop-limited probe is a specially crafted ICMP echo reply packet spoofed with the destination’s IP address as its source address and a TTL value that expires at node \( i \). The hop-limited probe forces node \( i \) to generate an ICMP Time Exceeded (TE) packet and sends it to the destination (because of the spoofed source address) so that the OWD of the end-to-end path can be measured. Because the OWD measured by the hop-limited packet is overestimated by the packet generation time of TE at node \( i \), the packet generation time of node \( i \) is estimated from the difference between the OWDs of the direct and hop-limited probes over the path. Unlike the above mentioned methods for measuring PPT of routers, \( f_{sd} \) does not require instrumentation and physical access to the routers for measuring their packet processing times.

VI. CONCLUSIONS

We proposed a methodology to measure the PPT of a host (i.e., workstation) using a specialized packet-capture card in a LAN setup. To measure PPT, we send an ICMP echo request packet to trigger an ICMP echo reply packet at the host under test, and collect the time stamps at the data-link and application layers using the clocks of the packet-capture card and the host, respectively. The methodology does not require clock synchronization between the host and the packet-capture card. We tested the proposed methodology on two different hosts connected to the network with an interface running at 10 and 100 Mb/s. The experimental results show that our methodology can measure PPT of the hosts consistently, and without requiring clock synchronization.
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