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Yaovi E. Kwasi and Roberto Rojas-Cessa
Networking Research Laboratory
Department of Electrical and Computer Engineering
New Jersey Institute of Technology
Newark, NJ 07102
{yk73, rojas}@njit.edu

Abstract—Packet capture for measurement of several network parameters on high-speed networks requires high clock resolution and the capability of analyzing different protocol functions for behavioral functionality. Herein, we present a practical packet-capture tool that time-stamps packet arrival at the data-link layer with nanosecond resolution and with the capability of forwarding packets to the application layer in real time. Our tool can be used to analyze both network performance and behavioral functionality for high-speed networks. We build this tool on a NetFPGA card and with minimum dependencies on offline data processing. Different from existing specialized packet-capture cards, our card allows packets to be time-stamped at both the data-link and application layers. We present the design and evaluation of our proposed tool. We tested the accuracy of our tool and compared it to that of a commercial specialized packet-capture card, and show that they are equivalent. Additionally, our tool provides different functionality.
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I. INTRODUCTION

Packet capture has shown to be a fundamental tool for observing and analyzing network performance and behavioral functionality. Most popular versions of packet capture tools are implemented in software [1], [2]. These software-based tools provide a very complete classification of protocols. This feature makes it simple and flexible to use in a large number of applications for network traffic analysis. These tools largely use the libcap library, which lists a large number of protocols to which captured packets may be classified into [3].

The performance of software-based packet capture tools greatly depends on the speed in which the operating system is executed. Therefore, it depends on the processing speed of the host workstation [4]. The application of such tools may then be limited to analyze traffic on links with modest speed rates and functional operation of protocols. High-performance workstations are then needed to keep up with the rapid increase of the transmission rates. Direct Memory Access (DMA) is widely used to speedup packet capture [5]. In efforts to increase the performance, software-based implementations with smaller dependence on the OS have been considered [6]–[8]. Software based solutions are widely used for behavior analysis (e.g., protocols monitoring, network forensics) [9].

The elimination of kernel livelock while processing interrupts [6] and the use of device polling [7] have significantly improved the performance of software-based packet capture, and at the same time, eliminated the risk of significantly slowing the speed of the operating system during packet capture at high transmission speeds. Other solutions adopt new application programming interfaces (APIs), such as nCAP [8], to minimize kernel intervention and enable a straight path from the network adapter to user space, increasing flexibility and performance.

In the measurement of network parameters, such as available bandwidth, one-way delay, and jitter among others, the time resolution in packet capture is critical [10], [11]. Operating systems have a clock resolution of up 1 μs and fast rates may require clock resolution in the nanosecond range. Furthermore, a workstation may take additional time to perform timestamping as part of the packet processing time [12] in response to a system interrupt.

While DMA releases the central processing unit (CPU) from spending resources and time on storing packet descriptors, access to shared buses may still add some processing delays, as assignment of time stamps may take a number of instructions to execute [13]. Therefore, hardware-based packet capture has been considered as an alternative to high-resolution clock timestamping [14]–[16]. However, access to the packet capture (and to the time stamps) on hardware-based capture tools is performed off-line as the application layer is fully disassociated from participating in the capture. One of the reasons is that most packets are encapsulated into another packet to associated from participating in the capture. One of the reasons is that most packets are encapsulated into another packet to preserve the high-resolution time stamp (provide by hardware) and the original packets. Then the application layer cannot provide useful time stamps. While the approach provides high-resolution time stamps, it also disables the application layer from real-time analysis. Moreover, this approach also requires additional software for data adaptation.

In this paper, we introduce a different approach, a packet capture tool that time-stamps packet arrival with high-resolution, and yet, packets are forwarded to the applications layer, without delays, for real-time analysis. Our packet capture tool can be used in combination with any software packet capture (e.g., Tcpdump [1] or Wireshark [17]), and with
minimum off-line data processing. Our tool allows users to observe time-stamping at the data-link and application layers. We implement our packet capture tool on a programmable card, NetFPGA [18]. We present time-stamping accuracy tests of our packet capture tool and show that our tool provides equivalent accuracy to existing hardware-based packet capture cards, and it also provides additional functionality.

The remainder of this paper is organized as follows. Section II introduces our proposed and developed packet capture tool. Section III presents the experimental performance evaluation of the proposed hardware-capture tool. Section IV presents our conclusions.

II. PASS-THROUGH AND CONCATENATING HARDWARE-BASED PACKET CAPTURE

The objective of our packet-capture tool is to achieve the maximum accuracy in time-stamping packet arrivals, and at the same time, to allow packets continue their trip to the application layer. We call the latter feature as pass through capability. This feature allows the user to time-stamp a packet arrival at both the data-link layer (actual arrival time) and that at the application layer (software arrival time). We perform the capture and time-stamping at the data-link layer, executed in hardware. At the same time, the pass-through feature makes our tool independent of requiring coupling software to convert the capture information into a readable format [19]. We use a NetFPGA card for the implementation of our packet-capture tool. Our implementation comprises hardware design for the NetFPGA card, using two modules: a time-stamp module and a new module, called monitoring module. In the general data path, packets are received at the data-link layer, time-stamped, and then forwarded to the application layer of the hosting workstation for identification of protocol and fields. In order to show the high-resolution time stamp and to keep the original expected application-layer time stamp, the packet length must remain as in the original packet. We, therefore, swap 64 bits of payload of the packet for the high-resolution time stamp. If payloads need to be analyzed, our card can provide an additional output with the original packets for further analysis. However, that is out of the scope of this paper.

Once packets are received, they are forwarded to the application layer. We use Wireshark [17] to display captured packets and to display the time stamp assigned by the NetFPGA card.

The NetFPGA card is a network hardware accelerator for network applications that require specialized packet handling or high performance processing [18], [20]. These cards are offered in two models: 1 and 10 Gb/s. In this paper, we use the 1 Gb/s version. A NetFPGA card comes in the form of a plug-in card with four ports, a local Static RAM (SRAM), and Dynamic RAM (DRAM) for local processing. The NetFPGA card attaches to the Peripheral Communication Interconnect (PCI) bus of the host workstation. This card has four full duplex 1-Gb/s ports, where each of them has receiving and transmission queues. Internally, there is an input arbiter block, used to determine the port being accessed, an output-port lookup block, to determine which output is used to forward a packet, and an output-queues block, where packets that are forwarded to an output are stored while waiting for service, if needed. In our packet capture implementation, we design the different modules of our design as a single block that is inserted between the output-port look and output-queue blocks, as Figure 2 shows.

A. Time-stamp Module

We make use of the time-stamp module of the Monitoring System Project [19], [21]. The time-stamp module is placed before the receiving (RX) queues so that incoming packets are timestamped as soon as they arrive. The reference clock of the Time-stamp Module is the one the NetFPGA board uses for local clocking. This approach reduces inaccuracy in the time stamp generated for the received packets. Because the Ethernet preamble has variable length, the packets are timestamped as soon as the start-of-frame delimiter is detected. Time stamps are generated from a 64-bit counter, driven by the 125 MHz NetFPGA clock, giving one count increment every 8 ns. Therefore, we divide our time stamps by 8 to obtain a 1 ns resolution. Because a division operation is clock-consuming and complex to implement in hardware, we recur to Direct Digital Synthesis (DDS) [22], [23]. DDS rate is a 32-bit number used to generate a synthetic frequency \( f_s \) from the crystal frequency \( f_c \), as (1) indicates:

\[
f_s = \frac{f_c \cdot DDS}{2^{32}}
\]  

At each edge of the crystal-frequency signal, a 32-bit adder adds the DDS rate number to the accumulated value. The overflow output from the adder is used to toggle the chip-enable input on the time-stamp counter, incrementing it. The output of the counter is \( f_s \). As an example, if the desired output frequency is exactly half the input frequency, the DDS rate is set to 0x8000000. On the first edge, the accumulated value increases from 0 to 0x80000000 and the counter is disabled. On the next signal edge, the accumulated value wraps around to zero and the counter is enabled, causing the counter to count at half the input frequency; thereby dividing the input signal by two. As in the monitoring system project [19], the value 0x8970_5F41 is selected as the DDS rate. This value makes the clock to increment the time-stamp counter, one count every 14.9 ns. By shifting left by 6 bits, each time stamp becomes a fixed-point, and the 64-bit representation of time holds the seconds in the upper 32 bits, and fraction of a second in the lower 32 bits.
Fig. 2. NetFPGA architecture and our proposed monitoring module.

Fig. 3. Time stamp format.

B. Monitoring Module

The monitoring module identifies the payload of the UDP packets and replaces the first 64 bits of data with the time stamp of the current packet. The data path of the NetFPGA is 64 bits wide (i.e., 64 bits of packet data are forwarded from module to module every clock cycle). Control words of 8 bits are also sent in parallel through the control bus to identify the type of data being sent. In order to detect the payload field of a packet, we count the number of clock cycles of the monitoring module to identify the current portion of the passing packet. Figure 4 shows where the time stamp is placed in a User Defined Protocol (UDP) datagram, and the portions of the frame accessed each clock cycle (see right-side labels in the figure).

The counter has five states (the first state is in Figure 5) to analyze the data as it passes through the monitoring module. NetFPGA appends a module header to the frame whenever it moves from one module to another. If the control word (in fifo_ctrl_dout in the code) is 255 (or 0xFF), the part of the data currently in the module represents the module header appended to the frame. A counter indicates the portion of a frame and the fields that pass through the module. For example, the start-of-frame is detected at the zero count. At this time, we store the time stamp of the packet in the dedicated registers of the module. At this time, the first 64 bits of ethernet header pass through the module.

When the count is 1, the 14 bytes of Ethernet header and the first 16 bits of the IP header traverse the module. When the count becomes two, the following 64 bits of the IP header pass through. Similarly, when the count becomes 3, 64 more bits of the IP header data pass through module, unmodified. When the counter is 4, 16 bits of IP header and 48 bits of UDP header pass through the module. Once the counter becomes 5, the 16 bits of UDP header and 48 bits of payload pass through the module. Thus, the state of the monitoring state moves to the UDP_HDR_PAYLOAD state, as the pseudo-code in Figure 6 shows.

At this time, the time stamp is placed in the first 64 bits of the UDP payload, and those substituted bits are discarded. This is done through two successive stages as illustrated in the pseudo-code Figure 7 shows. The rest of the payload passes unmodified. Once the monitoring module identifies a

Fig. 4. Example of structure of UDP datagram after adding the time stamp.

```
case(state)
PROCESS_CTRL_HDR: begin
// Pass all control headers through unmodified
if (control_word == 0) begin
    store_timestamp_from_previous_module()
    next_state = ETH_IP_HDR
    count = count + 1
end
// case: PROCESS_CTRL_HDR

ETH_IP_HDR: begin
    count= count + 1
    if (count == 5) begin
        next_state = UDP_HDR_PAYLOAD
    end
// case: ETH_IP_HDR
```

Fig. 5. Pseudo code of pass-through analysis section.

Fig. 6. Pseudo code of state change at identification of field for time stamp.
new frame, the state machine goes into the initial processing state and continue as before (see Figure 8).

C. Supporting Software

The software part of the system, a Perl program, is used to adjust the DDS rate without making reference to an external time base. The main difference between our implementation and the implementation in [19] is that we don’t create a new packet from each captured packet. The new packets are generated to carry the time stamp appended to the original packet. In that approach, the user must first patch the pcap library [24] in order for the packet capturing software (e.g., Tcpdump) to identify the packets format. There are additional correction measures added to that, and these may change according the Linux distribution used. In contrast, our approach is simple and easy to use as we obtain the time stamp from the packet (through Wireshark). It is compatible with any distribution of Linux hosting the NetFPGA platform and packet-capture software. While Wireshark puts its own time stamp on the packets, the hardware time stamp is found in the payload. Furthermore, the software extracts the hardware time stamp, corrects it according to the identification of each packet, and display it. In this way, our proposed tool can be used to observe inter-frame gaps assigned by hardware (data-link layer) and software (application layer).

III. EXPERIMENTAL EVALUATION

We tested the accuracy of our monitoring tool by comparing the time stamp of packet captured at different rates to those obtained with a specialized hardware capture card, Endace DAG line card [15]. We generated UDP traffic using Iperf [25]. To obtain copies of the packets transmitted between Iperf and the packet capture cards, one for NetFPGA card and another for the DAG card, we use a gigabit network tap (1000-Mb/s Black Box copper tap [26]). The experimental setup is connected as Figures 9 and 10 show. We generated UDP packets, each with a length of 1500 bytes, and the inter-packet gaps were modified to achieve different data rates ($R$), such as $R = \{100, 200, 400, 600, and 800\} \text{Mb/s}$. Because Iperf is a software-based packet generation tool (and therefore, its performance greatly depends on the specifications of the host workstation), we calibrated the actual data rate that Iperf generates with the DAG card, and noticed that 1000 Mb/s is not achievable on our available workstations. Therefore, we use 800 Mb/s as the maximum data rate. All the measurements are referred to the DAG card capture.

We present the distribution of time stamp variations achieved with our tool, one per each tested data rate. The $x$ axis in the following graphs represents the discrepancies in nanoseconds between the capture time of our tool and the DAG card. The $y$ axis represents the number of packets over the thousand that fall into each discrepancy bin. It should be noted that we use the inter-packet gaps to rescind clock synchronization.

A. Average discrepancy and standard deviation

We list the measured average discrepancies (in reference to the DAG card) and the standard deviations of the collected samples for each tested data rate. The summary of the collected values are presented in Table I.

1) 100 Mb/s flows: The histogram in Figure 11 shows that most of the time stamps of the captured packets are equivalent.
About 20% of the time stamps are about 10 nanoseconds longer on the NetFPGA than those of the DAG card, while 4.5% of the time stamps are 10 nanoseconds shorter. The largest discrepancies are ±25 ns. But the number of packets that falls into the ranges of ±25 and ±20 ns are negligible. The average time-stamp difference is -3.49 ns and the standard deviation is 18.8 ns.

2) 200 Mb/s flows: At 200 Mb/s, the results obtained are very similar to that at 100 Mb/s, as Figure 12 shows. Although there are more packets that have the same (inter-packet gap) time stamp, 22% of the packets were captured with a 10-ns discrepancy. In this case the average difference increases to -2 ns and the standard deviation becomes 13.7 ns.

3) 400 Mb/s flows: The distribution of discrepancy shows consistency. However, the distribution around 0 increases. The average delay is -1 ns and the standard deviation is about 11.12 ns.

4) 600 and 800 Mb/s flows: The distribution at 600 and 800 Mbps remains with high consistency. Interestingly, the average discrepancy approaches zero as the transmission rate increases. The average discrepancy approaches to zero. The standard deviations measured at 600 and 800 Mb/s are 9.8 and 9.9 ns, respectively.

B. Transmission rate

We also compared the transmission rate measured with our packet-capture system with the reference DAG card. The measured rates (estimated from the time stamps from the first captured packet to the last) show very similar results. Figure 16 shows the interpolation between the rate measured by the DAG card (x axis) and the rate measured by our packet capture tool (y axis). From the graph, we noticed that the rates are slightly overestimated over 400 and 600 Mb/s. This is expected as the average discrepancies measured are smaller than zero. The measured rates at 600 and 800 Mb/s are practically equivalent, as the average discrepancies approaches to zero, as discussed above.

To provide a close-up view of the differences on the measured rates, we graph the error, taking the measurement of the DAG card as reference. Figure 17 shows these results. The graph shows that the error is nevertheless, smaller than 0.005%, which is insignificantly small. The recorded average error between these two systems is 0.0037 %.

IV. CONCLUSIONS

We presented the design and implementation of a high-resolution hardware-based packet capture tool. This tool has the properties of providing data-link- and application-layer time stamps. These features are achieved by providing time stamps through hardware-based capture and by allowing packets continue their trip to the application layer, without de-
nized time stamping at the data-link and application layers. Furthermore, it provides additional functionality; desynchronization to that of specialized packet cards in the market. Results show that our tool achieves equivalent time stamping approach on a NetFPGA card and tested its accuracy. We implemented our tool.
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![Figure 16. Achievable maximum rates in packet capture of proposed monitoring tool.](image)

Achievable maximum rates in packet capture of proposed monitoring tool.

lays, with unmodified packet lengths. We implemented our approach on a NetFPGA card and tested its accuracy. The results show that our tool achieves equivalent time stamping resolution to that of specialized packet cards in the market. Furthermore, it provides additional functionality; desynchronized time stamping at the data-link and application layers.
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