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Cooperative Wireless Cellular Systems: 
An Information-Theoretic View

Osvaldo Simeone, Nathan Levy, Amichai Sanderovich, Oren Somekh, Benjamin M. Zaidel, H. Vincent Poor and Shlomo Shamai (Shitz)

Abstract

In this monograph, the impact of cooperation on the performance of wireless cellular systems is studied from an information-theoretic standpoint, focusing on simple formulations typically referred to as Wyner-type models. Following ongoing research and standardization efforts, the text covers two main classes of cooperation strategies. The first class is cooperation at the base station (BS) level, which is also known
as Multi-Cell Processing (MCP), network Multiple-Input Multiple-Output (MIMO), or Coordinated Multi-Point transmission/reception (CoMP). With MCP, cooperative decoding, for the uplink, or encoding, for the downlink, is enabled at the BSs. MCP is made possible by the presence of an architecture of, typically wired, backhaul links connecting individual BSs to a central processor (CP) or to one another. The second class of cooperative strategies allows cooperation in the form of relaying for conveying data between Mobile Stations (MSs) and BSs in either the uplink or the downlink. Relaying can be enabled by two possible architectures. A first option is to deploy dedicated Relay Stations (RSs) that are tasked with forwarding uplink or downlink traffic. The second option is for the MSs to act as RSs for other MSs.

MCP is first studied under ideal conditions on the backhaul links, namely by assuming that all BSs are connected to a CP with unlimited-capacity links. Both Gaussian (nonfading) and flat-fading channels are analyzed, for the uplink and the downlink, and analytical insights are drawn into the performance advantages of MCP in different relevant operating regimes. Performance comparison is performed with standard Single-Cell Processing (SCP) techniques, whereby each BS decodes, in the uplink, or encodes, in the downlink, independently, as implemented with different spatial reuse factors. Then, practical constraints on the backhaul architecture enabling MCP are introduced. Specifically, three common settings are studied. In the first, all the BSs are connected to a CP via finite-capacity links. In the second, only BSs in adjacent cells are connected via (finite-capacity) backhaul links. In the third, only a subset of BSs is connected to a CP for joint encoding/decoding (clustered cooperation). Achievable rates for the three settings are studied and compared for both the uplink and the downlink.

The performance advantages of relaying are analyzed for cellular systems with dedicated RSs and with cooperative MSs. Different techniques are reviewed that require varying degrees of information about system parameters at the MSs, RSs, and BSs. Performance is investigated with both MCP and SCP, revealing a profound interplay between cooperation at the BS level and relaying. Finally, various open problems are pointed out.
In this section, we provide a brief introduction to the subject of this monograph and discuss the goals and outline of the text.

1.1 Motivation

Cooperative communication refers to the coordinated transmission or reception by some nodes of a given communication network (see, e.g., [48]). In the context of wireless cellular systems, cooperation is being currently studied in both academic research activities and standardization efforts in two different forms.

- **Multi-Cell Processing (MCP):** The first type of cooperative strategies is at the base station (BS) level, and is known as Multi-Cell Processing (MCP), network Multiple-Input Multiple-Output (MIMO) [122] or Coordinated Multi-Point transmission/reception (CoMP), with the last term being used in the 4th Generation (4G)-Long Term Evolution (LTE)-Advanced cellular standard (see, e.g., [3]). With MCP, cooperative decoding, for the uplink, or encoding, for the downlink, is enabled at the BSs. MCP is made possible
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by the presence of an architecture of, typically wired, backhaul links connecting individual BSs to a central processor (CP), or to one another.

• Relaying: The second class allows cooperation in the form of relaying for conveying data between Mobile Stations (MSs) and BSs in either the uplink or downlink. Relaying can be enabled by two possible architectures. A first option is to deploy dedicated Relay Stations (RSs) that are tasked with forwarding uplink or downlink traffic. The second option is for the MSs to act as RSs for other MSs.

The two approaches have different merits and expected performance gains, as discussed below. Overall, they are seen as extremely promising strategies to overcome the current problem of “bandwidth crunch” affecting cellular systems due to the ever increasing capacity demands [19].

By enabling joint encoding and decoding across multiple cells, MCP has the capability to turn inter-cell interference from one of the main limitations on the system performance, as it is in conventional non-cooperative cellular systems, into an asset. For instance, focusing on the downlink, thanks to inter-cell “interference”, MCP enables all the BSs to communicate to any MS in the system in a cooperative fashion. This allows the BSs to control, and potentially cancel, inter-cell interference, and thus to serve the MSs at a rate that is not limited by such interference. Similar considerations apply to the uplink as well.

Beside interference mitigation, through BS cooperation, MCP allows beamforming, diversity, and multiuser diversity gains to be harnessed. The first of these gains refers to the possibility of performing coherent decoding or encoding across multiple BSs so as to boost the effective signal-to-noise ratio (SNR) in the uplink or downlink. The second, diversity, refers to the possibility of leveraging different signal paths from transmitter to receiver in order to increase the probability the transmitted signal is received with a sufficiently large SNR. The third, multiuser diversity, accounts for the design degrees of freedom afforded by the ability to schedule different users depending on their channel conditions across the whole network.
Relaying, instead, is mostly seen as a way to extend the coverage of a given BS by enabling multihop transmission between an MS and a BS (see, e.g., [55, 110]). Equivalently, it can also be seen as a means to reduce the required transmission energy in the uplink or downlink for given SNR requirements. Relaying also enables beamforming and diversity gains to be harnessed via cooperation between MSs or between MSs and RSs (see, e.g., [51]).

1.2 Approach and Goals

The analysis of MCP was initiated in the early works [33, 132] for the uplink and in [96] for the downlink. The analysis in these works is based on the assumption that the BSs are connected via unrestricted backhaul links (error-free and unlimited capacity) to a CP and focuses on models that, in information-theoretic terms, can be seen as symmetric Gaussian multiple access or broadcast interference channels. In these models, typically referred to as Wyner-type models, a number of users per cell are served by a single-antenna BS, as in a multiple access or broadcast channel, and interference takes place only between adjacent cells, as in partially connected interference networks. Both the models where cells are arranged along a line or in a more conventional bidimensional geometry can be considered, where the first class may model systems deployed along a highway, railroad, or long corridor (see [122] for an implementation-based study), while the second applies to more general scenarios.

Wyner-type models are simple abstractions of cellular systems. They capture well one of the main aspects of such settings, namely the locality of inter-cell interference. The advantage of addressing the study of given transmission strategies on such models is the possibility to obtain analytical insights. These insights provide an invaluable stepping stone for the simulation-based studies that are necessary for a full performance assessment under more realistic operating conditions (see, e.g., [135] for further considerations on this point).

In this monograph, we aim at providing an information-theoretic view of the advantages of cooperation in wireless cellular systems in terms of MCP, relaying and their interplay. In order to enable analysis,
we will adopt Wyner-type models. The treatment reviews a number of results available in the literature in a unified fashion that reveals their connections and illuminates general conclusions. We will keep the treatment as self-contained as possible, but we will privilege intuition over analytical details and technicalities. In particular, we will not provide any detailed proof. In doing so, our goal here is to provide an understanding of the performance of the cooperative techniques at hand and of the analytical tools used for this purpose.

As research in the field is still ongoing, the treatment will be far from complete, and we will point to open problems along the way. Nevertheless, we feel that the available results are mature and complete enough to warrant the treatment given in this text. We will provide a clear pointer to the main references used in compiling this monograph. However, we will not attempt to provide a comprehensive bibliography on the subject of cooperation for cellular system. It should also be emphasized that the focus here is based purely on information-theoretic arguments and is limited to Wyner-type models. In particular, we will leave out discussion of other more complex models and of important issues such as the signal-processing aspects of optimal beamforming and power allocation. A more complete list of references in this regard can be found in [28]. Previous shorter tutorials can be found in [92, 93].

1.3 Outline

The text is organized as follows. In Section 2, the models that will be adopted for analysis throughout the monograph are presented. Then, in Section 3, results are discussed that provide the performance of MCP under ideal conditions on the backhaul links, namely by assuming that all BSs are connected to a CP with unlimited-capacity links, and without accounting for fading. Section 4 extends these results from the Gaussian model studied in the previous section to flat-fading channels for both uplink and downlink. Performance comparison is performed with standard Single-Cell Processing (SCP) techniques, whereby each BS decodes, in the uplink, or encodes, in the downlink, independently, as implemented with different spatial reuse factors. In Sections 5 and 6, practical constraints on the backhaul architecture enabling MCP are
introduced for the uplink and downlink, respectively. Specifically, three common settings are studied. In the first, all BSs are connected in a CP via finite-capacity links. In the second, only BSs in adjacent cells are connected via (finite-capacity) backhaul links. In the third, only a subset of nearby BSs is connected to a CP for joint encoding/decoding (clustered cooperation). The performance advantages of relaying are finally analyzed for cellular systems with dedicated RSs (Section 7) and with cooperative MSs (Section 8) over Gaussian channels. Different techniques are proposed that require varying degrees of information about system parameters at the MSs, RSs, and BSs. Performance is analyzed with both MCP and SCP, revealing a profound interplay between cooperation at the BSs and relaying.
In this section, we review the basic system models that will be considered throughout this monograph. We focus our attention on linear Wyner-type models, as done in the original works [33, 132]. Note that extension of the given results to planar models is possible, though not always straightforward, and we refer to [113] for further discussion on this point. In the following, we first introduce standard Wyner-type models for the uplink and downlink, and then present extensions that encompass practical limitations on the backhaul links and for relaying.

2.1 Uplink

A linear Wyner-type model, sketched in Figure 2.1, is characterized by $M$ cells arranged along a line (as for a highway, railway, or corridor), each with a single-antenna BS and $K$ single-antenna MSs. In this class of models, inter-cell interference at a given BS is limited to $L_\ell$ BSs to the left and $L_r$ to the right of the BS at hand (left and right are taken with respect to the reader’s viewpoint). Considering the uplink, the baseband received signal at the $m$-th BS, $m \in [1, M]$, at a given time instant $t \in [1, n]$ ($n$ is the size of the transmitted block) can then be
written as

\[ y_m(t) = \sum_{l=-L_r}^{L_r} h_{m,l}^T(t)x_{m+l}(t) + z_m(t), \quad (2.1) \]

where \( x_m(t) \) is the \( K \times 1 \) (complex) vector of signals transmitted by the \( K \) MSs in the \( m \)-th cell, the \( K \times 1 \) vector \( h_{m,k}(t) \) contains the channel gains toward the \( m \)-th BS from mobiles placed \( k \) cells apart (see Figure 2.1 for an illustration) and \( z_m(t) \) is complex Gaussian noise with unit power, assumed to be uncorrelated over BS index \( m \) and time \( t \).\(^1\) Denoting as \( x_k \) the \( k \)-th element of vector \( x \), we assume equal per-user per-block power constraints

\[ \frac{1}{n} \sum_{t=1}^{n} \mathbb{E}[[|x_m(t)|^2] \leq \frac{P}{K}, \quad (2.2) \]

for all \( m \in [1,M] \) and \( k \in [1,K] \), so that the per-cell per-block power constraint is given by \( P \). Notice that model (Equation (2.1)) assumes full frame and symbol-level synchronization among all MSs, even though extensions of the available results may be possible in the asynchronous case following, e.g., [123]. Also, note that in some scenarios, it may be more relevant to impose a per-symbol, rather than per-block, power constraint, as in \( \mathbb{E}[[|x_m(t)|^2] \leq \frac{P}{K} \) for all \( t \in [1,n] \). The latter will be considered only when explicitly mentioned.

\(^1\)Spatially correlated noise could arise, for instance, due to interference from other wireless systems. However, if such correlation is known at the receivers, it can be compensated via whitening leading to model (Equation (2.1)).
The model (Equation (2.1)) discussed above reduces to the following special cases that will be referred to throughout the monograph:

- **Gaussian Wyner model:** This corresponds to a static scenario with symmetric intercell interference and cell-homogeneous channel gains, i.e., we have $L_\ell = L_r = L$ and $h_{m,k}(t) = \alpha_k \mathbf{1} (-L \leq k \leq L)$ with $\alpha_k = \alpha_{-k}$ and $\alpha_0 = 1$. We emphasize that these gains are assumed to be real for simplicity of presentation, but that most results are easily extended to complex-valued inter-cell gains. By cell-homogeneous, we mean that the channel gains do not depend on the cell index $m$, but only on the distance between cells. Note that this implies that all users in the same cell share the same path loss toward all BSs, as it is approximately the case if all users are located at the center of the cell. This model is clearly a crude approximation of reality, but it captures, at least to a first order, the locality of intercell interference. The parameter $L$ is referred to as the **intercell interference span**, a measure of how many cells on the left or right of any cell affect reception at the corresponding BS. We will often refer to the original Wyner model in [33, 132] which corresponds to the special case $L = 1$, for which we have, denoting $\alpha_1$ as $\alpha$ for simplicity, the baseband received signal as

$$
    y_m(t) = \mathbf{1}^T x_m(t) + \alpha \mathbf{1}^T x_{m+1}(t) + \alpha \mathbf{1}^T x_{m-1}(t) + z_m(t).
$$

(2.3)

Note that $\mathbf{1}^T x$ is simply the sum of all elements in the vector $x$. This model is sketched in Figure 2.2 for reference.

- **Gaussian soft-handoff model:** This corresponds to a static cell-homogeneous system like the Gaussian Wyner model, in which, however, there is no symmetry in the intercell channel gains. Specifically, we have intercell interference only from the cells to the left as $L_\ell = L$, $L_r = 0$ and $h_{m,k}(t) = \alpha_k \mathbf{1}$, $(0 \leq k \leq L)$ with $\alpha_0 = 1$, where, as above, $\alpha_k \geq 0$ are deterministic (real) quantities. A standard scenario is the special case $L = 1$, studied, e.g., in [43, 118], for which the
 turbulent channel with fading. In this section, we consider a rescaled version of the Gaussian linear network model in which the channel gains are modelled as iid.

\[ h_{m,k}(t) = \alpha_k \tilde{h}_{m,k}(t) (-L \leq k \leq L), \]

where vectors $\tilde{h}_{m,k}(t)$, $t \in [1,n]$, are independent over $m$ and $k$ and distributed as complex Gaussian random vectors with zero mean and unit variance. This model captures the effects of fades in the channel, and leads to a more realistic model of the channel.

\[ y_m(t) = \beta_{m-1} x_m(t) + \alpha \beta_{m-1} x_{m-1}(t) + z_m(t), \]
according to a joint distribution $\pi_k$ with power of each entry of $\tilde{h}_{m,k}(t)$ normalized to one. For simplicity, similar to the Gaussian Wyner model, statistical symmetric inter-cell interference is assumed, i.e., $\alpha_k = \alpha_{-k}$ (and $\alpha_0 = 1$) and $\pi_k = \pi_{-k}$. As for temporal variations, two scenarios are typical: (i) **Quasistatic fading**: Channels $\tilde{h}_{m,k}(t)$ are constant over the transmission of a given codeword (i.e., for $t \in [1,n]$); and (ii) **Ergodic fading**: Channels $\tilde{h}_{m,k}(t)$ vary in an ergodic fashion along the symbols of the codeword. The ergodic model was studied in [111] with $L = 1$; and

- **Fading soft-handoff model**: This model is the fading counterpart of the Gaussian soft-handoff model, and has $L_L = L$, $L_r = 0$, and $h_{m,k}(t) = \alpha_k \tilde{h}_{m,k}(t) \ (0 \leq k \leq L)$ where $\tilde{h}_{m,k}(t)$ are independent and modeled as for the fading Wyner model. This scenario was considered in [61] (under more general conditions on the joint distribution of vectors $\tilde{h}_{m,k}(t)$).

Where not stated otherwise, for both fading Wyner and fading soft-handoff models, we assume that the fading gains are modelled according to Rayleigh fading, i.e., each entry of $\tilde{h}_{m,k}(t)$ is complex Gaussian with zero mean and unitary power. In the rest of the monograph, we will concentrate the analysis on Gaussian and fading Wyner and soft-handoff models.

It is remarked that the purpose of the Wyner model is not that of proving a means for an exact quantitative prediction of the actual performance of a real-life cellular system. Rather, its adoption is aimed at providing insights and general guidelines for the design of cellular systems that rely on cooperative processing. Moreover, the assumption of a limited intercell interference span made in the Wyner models is in practice a reasonable approximation of reality up to a certain SNR level. In fact, only if the interference is sufficiently below the noise level, can it be potentially neglected without affecting the analysis (see, e.g., [68]). Therefore, the results obtained in the rest of the monograph have always to be considered as valid within the SNR range in which the Wyner model is a reasonable approximation.
2.1 Uplink

2.1.1 Edge Effects

In order to obtain compact and insightful analytical results, it is often convenient to neglect edge effects. This can be done in two ways. A first way is to focus on the regime of large number of cells, i.e., $M \rightarrow \infty$. This way, virtually all cells see exactly the same intercell interference scenario, possibly in a statistical sense, as discussed above.

An alternative approach, considered, e.g., in [33, 118], is to consider a system in which cells are placed on a circle. Specifically, the system is as described above, but the cell on the right of the first one ($m = 1$) is considered to be the last cell ($m = M$), and the cell on the right of the last one ($m = M$) is considered to be the first one ($m = 1$). This way, each cell is affected by statistically homogeneous intercell interference for any finite $M$. It is noted that the two models coincide in the limit of large $M$ and, in practice, results for the two models are very close for relatively small values of $M$ [113].

2.1.2 Matrix Formulation

We now rewrite the model (Equation (2.1)) in a more compact matrix form. We drop dependence on time $t$ for simplicity. To proceed, construct an $M \times MK$ channel matrix $H$ such that the $m$-th row collects all channel gains to the $m$-th BS, i.e., $[h_{m,m-1}^T, h_{m,m-2}^T, \ldots, h_{m,0}^T, h_{m,-1}^T, \ldots, h_{m,-(M-m-1)}^T]$, where $h_{m,k}^T$ with $k \notin [-L_r, L_t]$ are to be considered as zero. We can then write the $M \times 1$ vector of received signals $y = [y_1, \ldots, y_M]^T$ as

$$y = Hx + z,$$

where $x = [x_1^T \cdots x_M^T]^T$ is the vector of transmitted signals and $z$ the uncorrelated vector of unit-power complex Gaussian noises. From the definition above, it is clear that, in general, $H$ is a finite-band matrix (in the sense that only a finite number of diagonals have nonzero entries). Moreover, it is not difficult to see that for the Gaussian Wyner and Gaussian soft-handoff models, the matrix $H$ has a block-Toeplitz structure, which will be useful in the following.
2.1.3 Channel State Information (CSI)

For the uplink, we assume that full CSI is available at the BSs, and also at the CP when MCP is enabled. On the other hand, the MSs are only informed about the transmission strategy, namely the transmission codebook, and in particular the transmission rate and power to be used for transmission. In other words, the MSs cannot modify their operation based on the current channel conditions. Therefore, for the uplink, due to practical constraints, we do not consider the possibility for sophisticated channel-aware scheduling strategies.

We emphasize that assessing the impact of imperfect CSI is of critical importance in comparing the performance of different system designs. To this end, an analysis in terms of performance lower bounds for the uplink can be performed following the standard approach of [35] of treating the CSI error as an additional source of Gaussian noise. This way, the analysis presented in this monograph can be adapted to account also for imperfect CSI. However, we leave a full investigation of this important point to future work and to related studies such as [38, 68].

2.2 Downlink

The model for the downlink can be easily obtained from the discussion above. We will reuse some symbols, since their meaning will be clear from the context. Define as $y_m$ the $K \times 1$ vector of signals received by the $K$ MSs in the $m$-th cell, $y = [y_1^T \cdots y_M^T]^T$, and $x$ as the $M \times 1$ transmitted signal by the BSs. We then have

$$y = H^\dagger x + z,$$

(2.6)

where $z$ is the vector of unit-power uncorrelated complex Gaussian noise and the channel matrix $H$ is defined as above. We assume a per-BS (and thus per-cell) per-block power constraint $\frac{1}{n} \sum_{t=1}^n E[|x(t)_m|^2] \leq P$ for all $m \in [1, M]$. When explicitly mentioned, a per-BS per-symbol power constraint $E[|x(t)_m|^2] \leq P$, for all $t \in [1, n]$, will also be considered. Model Equation (2.6) is the dual of Equation (2.5) in the sense discussed below and in Appendix B.
For reference, the signal received by the $k$-th MS in the $m$-th cell in the downlink Gaussian Wyner model with $L = 1$ is given by

$$[y_m(t)]_k = x_m(t) + \alpha x_{m+1}(t) + \alpha x_{m-1}(t) + z_m(t),$$  \hspace{1cm} (2.7)

while for the Gaussian soft-handoff model with $L = 1$ we have

$$[y_m(t)]_k = x_m(t) + \alpha x_{m+1}(t) + z_m(t),$$  \hspace{1cm} (2.8)

where we recall that $x_m(t)$ is the signal transmitted by the $m$-th BS.

### 2.2.1 Channel State Information (CSI)

We assume, unless stated otherwise, that the BSs and the CP have full CSI, while the MSs are informed about the channels affecting their respective received signals and about the transmission strategy employed for transmission by the BSs, and by the CP if MCP is enabled. We note that assessing the impact of imperfect CSI on the downlink is even more critical than for the uplink. However, this analysis turns out to be more complex than for the uplink and has been mostly been dealt with in simulation-based studies (see, e.g., [74, 84]). We remark that, even in the case of ideal BS cooperation and focusing only on the multiplexing gain, the problem of assessing the impact of imperfect CSI at the transmitter is open [54]. However, results for simplified settings suggest that, with a CSI quality that scales sufficiently fast with the SNR, the performance of the system is not significantly degraded as compared to the case of ideal CSI in the high-SNR regime [11]. Here we leave this important issue to future work.

### 2.3 Backhaul Architectures for Multi-Cell Processing

In order for MCP to be possible, the BSs must be connected via backhaul links. For both the uplink and downlink, we will consider the three following models for the backhaul connections, as illustrated in Figure 2.4.

- **Central processor (CP) with finite-capacity backhaul** (Figure 2.4(a)): In this case, all the BSs are connected to a CP for joint decoding (for the uplink) or encoding (for the
downlink) via finite-capacity backhaul links of capacity $C$ (bits/s/Hz), where bandwidth normalization is done with respect to the spectrum available for the uplink or downlink transmission. Recall that the original works [33, 96] assume unlimited backhaul capacity, i.e., $C \to \infty$, whereas here we will consider also the effect of a finite backhaul capacity $C$;

- **Local finite-capacity backhaul between adjacent BSs** (Figure 2.4(b)): Here the BSs are connected only to their neighboring BSs, via finite-capacity links of capacity $C$ (bits/s/Hz), which may be uni- or bidirectional;

- **Clustered Cooperation**: Multiple CPs are available, one for each cluster of cells. Clusters of BSs are connected to a CP for joint encoding/decoding. This scenario is similar to the first, with the difference that here not all interfering cells can be jointly processed at the CP, although no capacity limitation is imposed on the individual links between BSs and their CP. This is done so as to focus on the impact of finite-size BS clusters on the performance of MCP (see [91] for a model that considers both clustered cooperation and finite-capacity backhaul links).

It is noted that the first two models coincide in the case of unlimited backhaul capacity $C \to \infty$.

A remark on the choice made here to constrain the capacity $C$ of the backhaul links is in order. It might seem that, at least for conventional cellular systems, the backhaul capacity required for macro BSs is not of
primary concern, and can be considered infinite for practical purposes, due to the availability of fiber optic cables. A first consideration in this regard is that, as of today, backhaul links are still for a sizable fraction copper or wireless [64]. Moreover, copper and wireless links are overwhelmingly used in heterogeneous cellular to connect the femto- and pico-BSs to the network (see, e.g., [73]).

A second observation has to do with the capacity needs for transmission of compressed baseband information from the BS to the network. This approach is central to many proposals for MCP [64]. For instance, for a single base station supporting three carriers of Wideband Code Division Multiple Access (W-CDMA) plus 20 MHz LTE, one needs about 7.7 Gb/s even using advanced compression strategies [64]. This fills nearly the capacity of an entire 10 Gigabit Passive Optical Network, thus having very serious implications on the transmission layer of the system. In fact, this type of capacity requirement is orders of magnitude larger compared to current systems in which local decoding is performed. Therefore, even with fiber optic cables the issue of backhaul capacity limitations is of critical importance. We finally remark that an alternative solution to this problem is based on radio over fiber (see, e.g., [89]).

2.4 Linear Wyner Models with Relaying

In modern cellular systems, cooperation is advocated not only for joint encoding/decoding at the BS level, but also in terms of relaying. There are two main scenarios where relaying is enabled:

- **Dedicated relay stations**: Dedicated RSs are deployed in fixed locations within each cell, and are tasked with relaying traffic from the MSs to the BSs in the uplink, or from the BSs to the MSs in the downlink.
- **Mobile station relaying**: Relaying in the uplink or downlink is performed by MSs for traffic originating at or intended for other MSs.

In the following we describe the models that will be considered in this monograph for the assessment of the performance gains of the two

approaches at hand. In order to keep the discussion focused, we will concentrate solely on the uplink.

### 2.4.1 Linear Wyner Model with Dedicated Relay Stations

Here we describe the model that will be studied to assess the performance advantages of the deployment of dedicated RSs. We focus on the uplink and concentrate on the performance of users that are at the edge of each cell. This is done since the main benefits of relay deployment are expected to occur for MSs that happen to be far from the BS, and thus need to transmit at high power in order to be received at sufficient SNR. In fact, dedicated RSs, if conveniently located between an MS and a BS provide the possibility for a two-hop transmission from the MS to the BS, which can reduce the necessary transmitted power and hence increase coverage.

To model transmission from edge-cell MSs in a way that is amenable to analysis, we consider the model in Figure 2.5, where the direct link from MS to BS is assumed to be so small that it can be, as a first approximation, neglected. Moreover, we assume that a single RS is present in each cell and is placed between the edge-cell MSs and the BS. The model thus reduces to a cascade of two Wyner-type models, one from the MSs to the RSs and one from the RSs to the BSs (see Figure 2.5). We will refer to these two Wyner models as **first and second**
hop, respectively. We also assume, where not stated otherwise, that the relays operate in full-duplex mode. Recent results on the feasibility of full-duplex transmission can be found in [21].

To simplify the discussion, we present the main system equations for the case where both hops are Gaussian Wyner models with $L = 1$ and there is only one user active in each cell ($K = 1$). Based on the discussion above, the extension to more general models for the two hops is immediate. For the first hop, the baseband signal received by the RS in the $m$-th cell at time $t$ is given by (cf. Equation (2.3))

$$y_m^{(1)}(t) = x_m^{(1)}(t) + \alpha x_{m-1}^{(1)}(t) + \alpha x_{m+1}^{(1)}(t) + \mu x_{m+1}^{(2)}(t) + \mu x_{m-1}^{(2)}(t) + z_m^{(1)}(t),$$

(2.9)

where the superscript identifies the hop, so that $x_m^{(1)}(t)$ is the signal transmitted by the $m$-th MS (in the first hop), $x_m^{(2)}(t)$ is the signal transmitted by the $m$-th RS (in the second hop) and $z_m^{(1)}(t)$ is complex Gaussian noise affecting reception at the $m$-th RS, assumed to have power $\sigma_1^2$. Note that from Equation (2.9) reception at the RS in the $m$-th cell is affected by the inter-cell interference from MSs and RSs in adjacent cells (see Figure 2.5). Similarly the baseband signal received at the $m$-th BS is given by

$$y_m^{(2)}(t) = \eta x_m^{(2)}(t) + \gamma x_{m-1}^{(2)}(t) + \gamma x_{m+1}^{(2)}(t) + z_m^{(2)}(t),$$

(2.10)

where definitions follow as above and $z_m^{(2)}(t)$ is complex Gaussian with power $\sigma_2^2$.

Finally, power constraints are imposed on the MSs as (cf. Equation (2.12))

$$\frac{1}{n} \sum_{t=1}^n \mathbb{E}[|x_m^{(1)}(t)|^2] \leq P,$$

(2.11)

$\text{The fact that the path loss is the same toward the adjacent BSs is not at odds with the assumption that the MS is at the cell edge if one considers cells that have some extension on the plane. In fact, the MS can be facing its BS in a direction orthogonal to the deployment of cells and thus still be in a symmetric position with respect to the neighboring cells.}$
and on the RSs as
\[
\frac{1}{n} \sum_{t=1}^{n} \mathbb{E}[|x_m^{(2)}(t)|^2] \leq Q,
\] (2.12)

Full CSI is assumed at both transmitters and receivers.

### 2.4.2 Linear Wyner Model with Mobile Cooperation

In systems where dedicated RSs are not available, it is still possible for MSs to obtain gains from relaying as long as the MSs are enabled to forward traffic on behalf of other MSs. In order for MSs to perform relaying, it is necessary for the relaying MS to obtain some information about the signal or the message of the MS whose signal should be forwarded to the BS. This can take place in two main ways:

- **Out-of-band Cooperation**: Each MS is able to communicate with nearby MSs using a different radio interface than the one used for communication to the BS. For instance, inter-MS communication may take place over a Wi-Fi link, while transmission to the BS may be over a 3G or 4G cellular link.

- **In-band Cooperation**: Each MS is able to receive in the same bandwidth used for communication to the BSs. This way, each MS can overhear the signals sent by neighboring MSs. Note that here we assume full-duplex transmission so that each MS is able to transmit and receive at the same time.

MSs can communicate, and hence cooperate, with other MSs in the same cell and/or in different cells. Note that the latter case is practically relevant for MSs close to the edge of the cells. The performance advantages achievable by cooperating with same-cell MSs are akin to the relaying gains attainable with dedicated RSs. Indeed, in both cases, performance gains arise due to the potential power savings due to multi-hop communication toward the same-cell BS. Instead, cooperation with MSs in other cells enables a different type of gains when implemented along with MCP. In fact, the signal of any \( m \)-th MS, when forwarded
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by an MS in a different cell, say the \((m + 1)\)-th, will be received with large power by the \((m + 1)\)-th BS. With MCP, this transmission creates an alternative path for the signal of the \(m\)-th MS to reach the CP. Moreover, such path can combine constructively with the direct one in order to provide coherent (beamforming) gains.

We consider two models for inter-cell cooperation. The first, modelling \textit{out-of-band cooperation}, is shown in Figure 2.6. Here MSs in adjacent cells are connected with orthogonal links of capacity \(C^{(MS)} \) (bits/s/Hz) in either direction. In the second, modelling \textit{in-band cooperation}, the signal received by the \(m\)-th MS is given by

\[
y_m^{(MS)}(t) = \kappa x_{m+1}(t) + \kappa x_{m-1}(t) + z_m^{(MS)}(t),
\]

where \(\kappa \geq 0\) is a channel gain modelling the quality of the inter-MS links and \(z_m^{(MS)}(t)\) is the unit-power complex Gaussian noise affecting reception at the \(m\)-th MS. This is shown in Figure 2.7. Full CSI is assumed at both transmitters and receivers.
In this section, we elaborate on the per-cell sum-rate achievable for the uplink of Wyner-type models without relaying. We will focus on the Gaussian Wyner model, while fading models are discussed in Section 4. Note that, as discussed in the previous section, the works [33, 132] consider only the case $L = 1$ (in Equation (2.1)) so the analysis presented here is more general.

The per-cell sum-rate provides an important performance metric, since it measures the overall amount of information carried by the network per cell. Moreover, in symmetric channels such as the Wyner and soft-handoff models studied here, achievability of a per-cell sum-rate $R$ implies also achievability of a per-MS rate equal to $R/M$. It is noted that, in some analyses, one might be interested in a more refined understanding of the system performance in terms of achievable rate regions for all users in the system or for given groups of users in the system (e.g., users at the border of the cell versus users in the interior of the cell). This analysis is not considered in this monograph and is mostly a problem that remains open for research.
3.1 Uplink

In this section, we analyze the uplink of a Gaussian Wyner model.

3.1.1 Single-Cell Processing and Spatial Reuse

Consider at first a baseline scheme, where SCP is performed, so that each BS decodes individually its own $K$ users by treating users in other cells as Gaussian noise. A standard technique to cope with intercell interference is spatial reuse, which consists of activating at a given time (or equivalently in a given subband) only one cell every $F \geq 1$ cells. The parameter $F$ is referred to as the spatial reuse factor. SCP with spatial reuse is easily seen to achieve the following per-cell sum-rate (in bits/s/Hz):

$$R_{SCP}(P,F) = \begin{cases} \frac{1}{F} \log_2 \left( 1 + \frac{FP}{1 + 2FP \sum_{k=1}^{\lfloor L/F \rfloor} \alpha_k^2} \right) & \text{if } F \leq L \\ \frac{1}{F} \log_2(1 + FP) & \text{if } F > L \end{cases}$$

(3.1)

where $L$ is the intercell interference span.

Rate (Equation (3.1)) is obtained by either one of the following techniques:

- **Wide-Band (WB) transmission**: All users in a given cell transmit at the same time with power $FP/K$. We emphasize that, since we focus on frequency-flat channels, a WB transmission does not imply frequency selectivity here, but only transmission across all the available spectral resources.
- **Intra-cell Time Division Multiple Access (TDMA)**: Each user in a cell transmits with power $FP$ for a fraction of time $1/K$.

That both techniques attain rate (Equation (3.1)) follows from the well-known results on the sum-capacity of a Gaussian multiple access channel [17]. Moreover, from such results, it can be seen that, with both WB and intra-cell TDMA, users can be allocated an equal share of the overall per-cell sum-rate. Moreover, WB allows for more flexibility.
in the rate allocation, while still obtaining Equation (3.1), whereas intra-cell TDMA is not able to support different users’ rates without performance loss.

It is also noted that achievability of Equation (3.1) hinges on the per-block power constraint. In fact, the power allocations above satisfy the per-block power constraint (Equation (2.12)), due to the fact that each cell transmits for a fraction $1/F$ of the time and, for intra-cell TDMA, users are active for a fraction $1/FK$ of the time. With a per-symbol power constraint of $P/K$ per user, instead, the per-cell sum-rate of SCP would be limited to

$$
\begin{cases}
\frac{1}{F} \log_2 \left( 1 + \frac{aP/K}{1 + 2P \sum_{k=1}^{\lfloor L/F \rfloor} \alpha_k F} \right) & \text{if } F \leq L \\
\frac{1}{F} \log_2 (1 + aP/K) & \text{if } F > L
\end{cases}
$$

(3.2)

where $a = K$ for WB and $a = 1$ for intra-cell TDMA. Therefore, with per-symbol power constraints, WB is advantageous over intra-cell TDMA.

Finally, we remark that, while still considering SCP processing, performance could be in principle improved by informing each BS of the codebooks of the interfering MSs belonging to other cells. This would allow each BS to perform joint decoding of the useful and interfering signals, rather than necessarily treating interference as noise. We will discuss related techniques in Section 4 and we refer to references [149] and [67] for application to the Gaussian Wyner and soft-handoff models, respectively.

3.1.1.1 Extreme-SNR Analysis

In order to get further insight into the performance of SCP, we resort here, as will be often done in this monograph, to the analysis of extreme SNR conditions, namely high- and low-SNR regimes.

By analyzing the performance in the high-SNR regime, one is able to focus on the effect of interference in the system, by rendering the impact of noise virtually negligible as compared to that of interference. In other words, to fix the ideas, in this regime, the performance is ruled by the signal-to-interference ratio, rather than the SNR. Instead, the
The low-SNR regime provides a complementary viewpoint, by concentrating on an operating regime where performance is mostly determined by the SNR, and thus by the amount of (signal) energy available, rather than by the signal-to-interference ratio. So, broadly speaking, the high-SNR analysis provides insights into how well interference is handled by the system, and the low-SNR analysis brings information about how efficiently energy is used by the system. We now recall some relevant definitions and apply them to the analysis of the performance of SCP.

**High-SNR Analysis** In the high-SNR regime, the main performance criterion of interest is the *per-cell multiplexing gain* $S_\infty$. For a given transmission scheme achieving rate $R(P)$ (bits/s/Hz), this quantity is defined as

$$S_\infty = \lim_{P \to \infty} \frac{R(P)}{\log_2 P},$$

which is measured in (bits/s/Hz/(3 dB)). The per-cell multiplexing gain provides the slope of the achievable rate $R(P)$ versus the SNR measure $P$ on a plot where $P$ is shown in 3 dB units, that is, as $10\log_{10}(P)/(10\log_{10}2)$. Based on the per-cell multiplexing gain, a system is said to be *interference-limited* if the multiplexing gain is zero and *noninterference-limited* otherwise. Given the interpretation of the multiplexing gain, this implies that a system is interference-limited if its plot of the rate $R(P)$ versus the SNR $P$ attains a rate floor for large $P$.

Applying definition (Equation (3.3)) to the performance (Equation (3.1)) of SCP, we see that, if the reuse factor $F$ is smaller than or equal to the intercell interference span $L$, the system operates in the interference-limited regime [33, 132]. Instead, if the reuse factor $F$ is larger than the inter-cell interference span $L$, SCP with spatial reuse completely eliminates inter-cell interference and provides a noninterference-limited behavior with per-cell multiplexing gain equal to $S_\infty = 1/F$. Since the multiplexing gain of an interference-free system (i.e., with all intercell power gains equal to zero) is unity, from the discussion above, we conclude that the presence of inter-cell interference,
if handled via SCP, leads to a rate degradation with respect to an interference-free system at high SNR given by a factor equal to $F > L$.\footnote{This discussion should be tempered by the observation that the high-SNR regime should always be defined within the limits of approximation of the Wyner model, as discussed in the previous section. The results obtained from the high-SNR analysis should thus be considered to be valid only within the SNR range that makes the Wyner model approximation acceptable.}

Before moving to the low-SNR regime, we note that a more refined analysis of the high-SNR regime is possible following [69, 94]. In particular, rather than evaluating only the slope, one can also evaluate the offset of the curve $R(P)$ versus $P\text{[dB]}/(3\text{dB})$ discussed above. In other words, the rate $R(P)$ can be expanded as

$$R \simeq S_{\infty} \left( \frac{P\text{[dB]}}{3\text{dB}} - L_{\infty} \right),$$

(3.4)

where $L_{\infty}$ is the so-called high-SNR offset. In this monograph, we will mostly concentrate on the multiplexing gain $S_{\infty}$. For a thorough discussion of the high-SNR offset in the context of multicell systems, we refer the reader to [118].

**Low-SNR Analysis**  In the low-SNR regime, where noise dominates interference, we can use the formalism of [125] and analyze the system performance in terms of the minimum (transmit) energy-per-bit necessary for reliable communications $E_b/N_0|_{\text{min}}$ and of the so-called low-SNR (also known as “wideband”) slope $S_0$ (bits/s/Hz/(3 dB)). Specifically, reference [125] proposes to expand an achievable rate $R(P)$ as a function of the energy-per-bit

$$E_b = \frac{P}{R(P)},$$

(3.5)

as

$$R \simeq S_0 \frac{3\text{dB}}{3\text{dB}} \left( \frac{E_b}{N_0} [\text{dB}] - \frac{E_b}{N_0|_{\text{min}}} [\text{dB}] \right),$$

(3.6)

where $N_0$ is the noise spectral density (normalized to 1 here). Moreover, reference [125] showed that this quantities can be calculated as $E_b/N_0|_{\text{min}} = \frac{1}{R(0)}$ and $S_0 = (2\ln 2) (\frac{R(0)}{-R(0)})^2$, where $\dot{R}(P)$ and $\ddot{R}(P)$ represent the first and second derivative, respectively, of the rate $R(P)$.
Using the expression for the SCP rate (Equation (3.1)), it can be seen that intercell interference does not cause any increase in the minimum (transmit) energy-per-bit necessary for reliable communications \( E_b/N_0_{\text{min}} \), which equals \( \ln 2 = -1.59 \text{dB} \), as for interference-free channels. However, if one observes also the slope of the spectral efficiency \( S_0 \) (bits/s/Hz/(3 dB)), which accounts for a higher-order expansion of the spectral efficiency as the SNR \( P \to 0 \), the loss due to intercell interference is seen also in the low-SNR regime. In fact, we have the following result for the rate (Equation (3.1)):

\[
S_0 = \begin{cases} 
\frac{2}{F} & \text{if } F \leq L \\
\frac{2}{F} & \text{if } F > L
\end{cases}, \quad \text{(3.7)}
\]

where we recall that interference-free channels have \( S_0 = 2 \).

As shown below, MCP allows the network to overcome the limitations of SCP and spatial reuse.

### 3.1.2 MCP with Unlimited Backhaul

We now consider the performance of MCP assuming unlimited-capacity backhaul links to a CP, i.e., \( C \to \infty \). The per-cell sum-capacity \( R_{\text{MCP}}(P) \) with MCP in this scenario (for any \( M \)) is given by [132]

\[
R_{\text{MCP}}(P) = \frac{1}{M} \log_2 \det \left( I + \frac{P}{K} \HH^\dagger \right) \quad \text{(3.8)}
\]

\[
= \frac{1}{M} \sum_{m=1}^{M} \log_2 \left( 1 + \frac{P}{K} \lambda_m(\HH^\dagger) \right) \quad \text{(3.9)}
\]

\[
= \int_0^\infty \log_2 \left( 1 + \frac{P}{K} x \right) dF_{\HH^\dagger}(x), \quad \text{(3.10)}
\]

where the \( \lambda_m(\HH^\dagger) \) are the eigenvalues of the argument matrix and \( F_{\HH^\dagger}(x) \) is the empirical distribution of such eigenvalues:

\[
F_{\HH^\dagger}(x) = \frac{1}{M} \sum_{m=1}^{M} 1(\lambda_m(\HH^\dagger) \leq x). \quad \text{(3.11)}
\]
The per-cell capacity (Equation (3.8)) is achieved by performing ideal multiuser detection at the CP (which can in practice be realized by following approaches such as in [1]). Moreover, transmission across all cells takes place with a reuse factor of \( F = 1 \), so that all cells are active at all times. As far as scheduling within each cell is concerned, both intra-cell TDMA, where users transmit with power \( P \) for a fraction of time \( 1/K \), and the WB scheme, whereby all users transmit with full power \( P/K \) at all times, lead to the same sum-rate.

It is noted again that the optimality of TDMA is strictly dependent on the per-block power constraint (Equation (2.12)), and would not hold in general under more restrictive conditions, such as per-symbol power constraints. More general conditions under which TDMA is optimal, under per-block power constraints, can be found in [33]. For instance, from [33], it is found that TDMA would generally not be optimal in scenarios where users had different intra- and intercell channel gains, such as in fading scenarios (see Section 3).

For the Gaussian Wyner model, assuming intra-cell TDMA, the matrix \( \mathbf{H} \) is easily seen to be a symmetric Toeplitz matrix with first column given by \([\alpha_1 \alpha_2 \cdots \alpha_L 0_{M-L}]\). This implies that, using Szeg"o's theorem [30], for \( M \to \infty \), rate (3.10) can be written in a simple integral form as [10, 132]

\[
R_{\text{MCP}}(P) = \int_0^1 \log_2 \left( 1 + P \left( 1 + 2 \sum_{k=1}^{L} \alpha_k \cos(2\pi k\theta) \right)^2 \right) d\theta. \tag{3.12}
\]

The following interpretation of expression (Equation (3.12)) is useful. Consider the case \( K = 1 \). This is done without loss of generality, given the optimality of intra-cell TDMA. We can now identify the signal received at the CP as the output, for each time instant, of an Linear Time Invariant (LTI) filter, whose input is given by the signals transmitted by the MSs and whose impulse response is \( h_m = \delta_m + \sum_{k=1}^{L} \alpha_k \delta_{m-k} + \sum_{k=1}^{L} \alpha_k \delta_{m+k} \) (\( \delta_m \) is the Kronecker delta function). This is illustrated in Figure 3.1 and can be explained as follows.

The maximum rate for communications over an LTI channel with frequency response \( H(\theta) = \sum_m h_m e^{-j2\pi m\theta} \) is well-known to be given
3.1 Uplink

Wyner model: \( H(z) = 1 + \sum \alpha_k z^{-k} \)

Soft-handoff model: \( H(z) = 1 + \sum \alpha_k z^{-k} \)

Fig. 3.1 LTI interpretation of the signal received over a Gaussian Wyner-type models.

by the maximum over \( S(\theta) \) of the rate

\[
R(S(\theta), H(\theta)) = \int_0^1 \log_2 \left( 1 + S(\theta) |H(\theta)|^2 \right) d\theta, \tag{3.13}
\]

where \( S(\theta) \) is the power spectral density of the input signal (see, e.g., [90]). In the Wyner models, the spectrum \( S(\theta) \) models the spatial correlation of the transmitted signals across different MSs, since the input signal \( X_m \) corresponds to the signal transmitted by the \( m \)-th MS. Given that the MSs cannot cooperate in the scenario at hand, their signals are necessarily independent. This is because the MSs cannot coordinate their transmissions since they have no common information. Therefore, we need to choose \( S(\theta) \) as a constant in Equation (3.13), which leads to Equation (3.12). As a side remark, as will be discussed in Section 8, in case MSs can cooperate, then the input spectrum \( S(\theta) \) need not be constant, leading to potential performance gains.

For future reference, we define

\[
R_w(a, b, \rho) = \int_0^1 \log_2 \left( 1 + \rho |H(\theta)|^2 \right) d\theta , \tag{3.14}
\]

where the channel frequency response is \( H(\theta) = b + 2a \cos(2\pi \theta) \), as the maximum rate over a Gaussian Wyner model with direct (same-cell) gain \( b \ (b = 1 \text{ in Figure 2.2}) \), intercell interference gain \( a \ (a = \alpha \text{ in Figure 2.2}) \) and power constraint \( \rho \ (\rho = P \text{ in Figure 2.2}) \). We will use this definition in Section 8.

For the Gaussian soft-handoff model with \( L = 1 \), the LTI filter modelling the effect of intercell interference can be seen to be \( h_m = \delta_m + \alpha \delta_{m-1} \) and the integral (Equation (3.10)) can be evaluated in
closed form. Specifically, for the model at hand, we obtain [43, 118]

\[ R_{MCP}(P) = \log_2 \left( \frac{1 + (1 + \alpha^2)P + \sqrt{1 + 2(1 + \alpha^2)P + (1 - \alpha^2)^2P^2}}{2} \right). \]  
(3.15)

### 3.1.2.1 Extreme-SNR Analysis

Following Section 3.1.1.1, we consider here the performance of MCP with unlimited-capacity backhaul in the extreme-SNR regimes. First, the multiplexing gain \( S_\infty \) of the MCP capacity (Equations (3.12)–(3.15)) equals one, as for an interference-free scenario. This implies that MCP is able to overcome the rate loss due to inter-cell interference of SCP identified above.

For the low-SNR regime, let us start with the Wyner model. The minimum energy-per-bit is given by

\[ E_b N_0 \min = \ln 2 \frac{\ln 2}{(1 + 2 \sum_{k=1}^L \alpha_k^2)}, \]  
(3.16)

showing an energy gain due to MCP with respect to SCP and to an interference-free system given by \( (1 + 2 \sum_{k=1}^L \alpha_k^2) \). This energy gain can be interpreted as the array gain due to the fact that the signal transmitted by each MS is received by the CP with a combined power of \( (1 + 2 \sum_{k=1}^L \alpha_k^2)P \) across all BSs. The parameter \( S_0 \) for the special case \( L = 1 \) is instead given by

\[ S_0 = \frac{2(1 + 2\alpha^2)^2}{1 + 12\alpha^2 + 6\alpha^4}. \]  
(3.17)

Note that the second-order comparison between MCP and SCP provided by the low-SNR slope is here less relevant given the gain of MCP in terms of \( E_b/N_0 \min \).

For the soft-handoff model, we get

\[ E_b N_0 \min = \frac{\log_e 2}{1 + \sum_{k=1}^L \alpha_k^2}, \]  
(3.18)
showing the expected array gain of \((1 + \sum_{k=1}^{L} \alpha_k^2)P\) and the low-SNR slope

\[ s_0 = \frac{2(1 + \alpha^2)^2}{1 + 4\alpha^2 + \alpha^4}. \]  

(3.19)

### 3.1.2.2 Numerical Example

We conclude this section with numerical evaluations of the rates discussed above for the uplink. Figure 3.2 shows the per-cell sum-rates achievable by MCP and SCP for the Gaussian Wyner model and the Gaussian soft-handoff model with \(L = 1\) versus the inter-cell gain \(\alpha^2\) \((P = 1, K = 1)\). SCP with reuse factor \(F = 1\) has interference-limited performance and the achievable rate decreases for increasing interference power \(\alpha^2\). Since \(L = 1\), a reuse factor \(F = 2\) is instead able to fully mitigate the inter-cell interference, but the achievable rate improves on \(F = 1\) only for sufficiently large \(\alpha^2\).

The performance gains achievable with MCP are remarkable if the inter-cell interference \(\alpha^2\) is large enough. This shows that with MCP,

---

**Fig. 3.2** Per-cell sum-rates for the Gaussian Wyner model (solid lines) and Gaussian soft-handoff models (dashed lines) versus the inter-cell gain \(\alpha^2\) \((L = 1, P = 10)\).
interference should not be generally considered as a hindrance, since the CP can use the signal received across all BSs. Specifically, in the Wyner model, it can be seen that if $\alpha^2$ is small enough, the effect of a larger inter-cell gain does decrease the achievable rate. In this regime, the joint decoding capabilities of the CP are not sufficient to overcome the effect of inter-cell interference. However, when $\alpha^2$ is large enough, this is not the case and MCP provides remarkable gains. Note also that in the soft-handoff model, the achievable rate with MCP always increases with $\alpha^2$.

3.2 Downlink

In this section, we briefly turn our attention to the downlink of a Gaussian Wyner model.

3.2.1 SCP and Spatial Reuse

Achievable rates using SCP and frequency reuse are easily seen to be given as for the uplink and we refer to Section 3.1.1 for discussion.

3.2.2 MCP with Unlimited Backhaul

As throughout this section, assume that MCP is enabled by unlimited-capacity backhaul to a CP. The per-cell sum-capacity is derived in [118] using the uplink-downlink duality results of [142] as (see Appendix B)

$$R_{MCP}(P) = \frac{1}{M} \min_{\Lambda} \max_{D} \text{log}_2 \frac{\det(\Lambda + \frac{P}{\alpha} \text{HDH}^T)}{\det(\Lambda)},$$

(3.20)

with $\Lambda$ and $D$ being diagonal $MK \times MK$ matrices with the constraints $\text{tr}(\Lambda) \leq M$ and $\text{tr}(D) \leq M$. This rate can be interpreted as the per-cell sum-rate of a “dual” uplink system with channel gains defined as in the uplink of the system at hand, but where the $m$-th MS transmits with power $[D]_{mm}$ (i.e., the $m$-th diagonal element of matrix $D$) and the noise covariance matrix across the BSs is $\Lambda$. In this formulation, the effects of the per-BS power constraints are reflected by the need to minimize over $\Lambda$ (see Appendix B).

The per-cell sum-rate (Equation (3.20)) is known to be achieved by Dirty Paper Coding (DPC) [15] at the CP [118]. DPC is discussed
in more technical terms in Appendix A, but, in short, it operates as follows. The \( KM \) users in all cells are sorted in an optimized order, and the signal intended for each user is encoded in the selected order. When encoding for a given user, the CP “matches” the signal intended for the user at hand to the signals of the already encoded users, so that the effect of the latter on the user’s reception is mitigated. This “matching” can be done in a number of ways (see, e.g., [24]), but the main idea is that the CP constructs a large codebook in which each message is associated with multiple possible code words. Among all the code words for the message to be encoded, the CP chooses the one that is “aligned” with the already encoded signals. This allows the CP to leverage, at least to some extent, rather than necessarily suffer from, interference from other signals.

For the Gaussian Wyner model, it can be shown that the per-cell sum-capacity (Equation (3.20)) is exactly equal to the corresponding capacity for the uplink (Equation (3.12)) for \( M \to \infty \). From this fact, one can conclude that, as for the uplink, intra-cell TDMA, where only one user is served per-cell, is optimal with Gaussian (unfaded) channels.

3.3 Summary

In this section, we have discussed the performance advantages of ideal MCP as implemented via unlimited capacity links connecting BSs and the CP. We have focused on Gaussian channels, leaving the study of the impact of fading to the next section. As compared to SCP and spatial reuse, MCP was found to offer significant gains in both the high-SNR regime, in which interference is the major performance bottleneck, and in the low-SNR regime, in which the performance depends mostly on an efficient use of the available power. In fact, in the high-SNR regime, thanks to its enhanced interference mitigation capabilities, MCP was shown to offer multiplexing gains, thus increasing the number of users that can be served at full rate by the system. In fact, with SCP and spatial reuse, the multiplexing gain is limited by the number of interfering cells; it becomes zero if the BSs do not have the capability of decoding also the messages transmitted by interfering cells and spatial reuse is not allowed. Moreover, in the low-SNR regime, MCP was shown
to provide beamforming gains, being able to coherently combine the
signals received by different BSs. Finally, by using the concept of duality,
it was discussed that, under the given ideal backhaul assumptions,
MCP has the same performance, in terms of per-cell sum-rate, in both
the uplink and the downlink.
In the previous section, we elaborated on the potential gains attainable via MCP in a scenario with no fading and ideal backhaul links. In this section, we extend the analysis from Gaussian to fading models. We consider first the uplink and then the downlink, and deal mostly with ergodic fading. In order to focus on the impact of fading, we will assume throughout this section unlimited-capacity backhaul connections to the CP, as in the previous section. The effect of limitations on the backhaul links will be discussed in the following section.

4.1 Uplink

Here we study the performance of MCP for the uplink of fading Wyner and soft-handoff models (see Section 2.1), assuming unlimited-capacity backhaul links to the CP. We focus on ergodic fading, and leave some discussion on quasistatic fading to Section 4.1.3.

We start by observing that, with ergodic fading, the per-cell sum-capacity is given by the expectation of Equation (3.10) with respect to the distribution of $H_M$, i.e.,

$$R_{MCP}^{\text{erg}}(P) = \mathbb{E}(R_{MCP}(P)).$$

(4.1)
This conclusion follows from standard information-theoretic considerations (see, e.g., [22]). It accounts for the fact that, if the fading is ergodic, encoding over a sufficiently long period enables averaging of the effect of fading. Note that we have added a subscript to the channel matrix $H_M$ defined in the previous section in order to stress its dependence on $M$.

Following arguments similar to the ones put forth in the previous section, this rate can be seen to be achieved by the WB scheme, so that all users transmit with full power at all times, along with joint decoding at the CP. However, unlike the Gaussian (unfaded) models discussed in the previous section, the per-cell sum-rate achieved by intra-cell TDMA is generally smaller. This is in line with standard results on multiple access channels (see, e.g., [17, 95]) and can be interpreted as follows. With fading and intra-cell TDMA, if the currently scheduled user has an unfavorable channel state, then the current transmission time is, in some sense, wasted. In contrast, if all users are concurrently scheduled as with WB, then the unfavorable channel conditions of some users are potentially compensated for by the good channel conditions of other users, thus leading to possible performance gains. This can be seen as an instance of the gains attainable via multiuser diversity. Evaluating Equation (4.1) analytically turns out to be a generally complex problem, and it will be studied below for both the Wyner and the soft-handoff models.

Before discussing the evaluation of Equation (4.1) further, we note that the performance of SCP with spatial reuse can be obtained by taking the expectation of the rates achievable in the corresponding Gaussian models with respect to the channel gains (these rates can be calculated by adapting Equation (3.1)). By doing so, it can be seen that, with SCP, intra-cell TDMA may be advantageous over WB for $F \leq L$ if the intercell interference is large enough [95]. This is because intra-cell TDMA reduces the overall power of the intercell interference. Some further performance comparisons between intra-cell TDMA and spatial reuse in the presence of MCP for the soft-handoff model with $L = 1$ and Rayleigh fading can be found in [63].
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4.1.1 Wyner Model

Evaluating Equation (3.1) analytically can be potentially attempted as the number of cells \( M \), and thus the \( M \times MK \) matrix \( H_M \), grows large using (large) random matrix analytical tools. This is an attractive option since related results are often proved to be valid also for relatively small values of \( M \) (see, e.g., [113] and discussion below). Many recent studies have indeed successfully analyzed the asymptotic rates of various vector channels using results from the theory of random matrices. In Appendix D, we provide an introduction to concepts of random matrix analysis that are useful for the discussion.

In most cases where random matrix analysis bears fruit, the number of random variables present in the random matrix involved grows quadratically in the size of the matrix \( H_M \), so that “self-averaging” is strong enough to ensure convergence of the empirical measure Equation (3.11) of the eigenvalues as \( M \) grows large, and to derive equations for the corresponding limiting spectrum (or its Stieltjes transform; see Appendix D). In particular, this is possible if the normalized continuous power profile of \( H_M \), which is defined with \( r, t \in [0, 1] \) as

\[
\mathcal{P}_M(r,t) \triangleq \mathbb{E}(\|H_M\|_{i,j}^2) \quad \frac{i - 1}{M} \leq r < \frac{i}{M}, \quad \frac{j - 1}{MK} \leq t < \frac{j}{MK},
\]

(4.2)

converges uniformly to a bounded, piecewise continuous function as \( M \to \infty \), see e.g., [121] (see also [2] for fluctuation results).

In the fading Wyner model (and also in the soft-handoff model to be discussed in Section 4.1.2), the matrix \( H_MH_M^\dagger \), which appears in the rate (Equation (3.1)) we are interested in evaluating, is a finite-band matrix [116]. Therefore, the number of random variables grows linearly in the size of the matrix. For this class of matrices, it is easy to verify that for \( K \) fixed, \( \mathcal{P}_M(r,t) \) does not converge uniformly, so that standard techniques are not applicable.

While standard random matrix tools are not useful for our purposes, reference [62] proved that under light assumptions on the fading coefficients, \( R_{MCP}(P) \) converges almost surely as \( M \) goes to infinity, and the limit is expressed as a function of the Lyapunov exponent of sequence of fixed-size random matrices. This result is demonstrated
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by using a version of the Thouless formula for the strip (see [62] for further details). It is also shown that \( R_{\text{MCP}}^{\text{erg}}(P) \) converges to the same quantity as well, thereby proving that the ergodic sum-rate converges as the number of cells goes to infinity. The work [62] provides also a useful relationship between the value of \( R_{\text{MCP}}^{\text{erg}}(P) \) for \( M \to \infty \), say \( R_{\text{MCP}}^{\text{erg},\infty}(P) \), and the corresponding per-cell ergodic rates for finite \( M \), say \( R_{\text{MCP}}^{\text{erg},M}(P) \). In particular, it is proved that

\[
\frac{M}{M + L_L + L_R} \mathbb{E}\left( \tilde{R}_{\text{MCP}}^M \left( \frac{M + L_L + L_R}{M} P \right) \right) \leq R_{\text{MCP}}^{\text{erg},\infty}(P) \leq \mathbb{E}(\tilde{R}_{\text{MCP}}^M(P)),
\]

where \( \tilde{R}_{\text{MCP}}^M(P) \) is the per-cell sum-rate of a slightly different model where one adds \( L_L \) cells without MSs on the left and \( L_R \) on the right at the boundaries of the system.

While [62] proves convergence of the ergodic rate as \( M \) grows large, this result does not provide per se much insight into the performance of MCP. To this end, we will instead use different bounding or approximation techniques below, and we will study performance in asymptotic SNR regimes.

4.1.1.1 Wide-Band Transmission (Large Number \( K \) of Users Per Cell)

Consider the case in which the number of users per cell \( K \) is large while the total power per cell \( P \) is kept constant. Recall that in the fading Wyner model the channel gains of all MSs have the same statistics. Applying the strong law of large numbers, the entries of \( \frac{1}{K} \mathbf{H}_M \mathbf{H}_M^\dagger \) thus consolidate almost surely (a.s.) to their mean values, so that matrix \( \frac{1}{K} \mathbf{H}_M \mathbf{H}_M^\dagger \) becomes a Toeplitz matrix (with deterministic entries) [111]. Then, as done in the previous section, by applying Szegö’s theorem [30], for \( M \to \infty \), the per-cell sum-rate capacity for the linear fading Wyner model is given by \( R_{\text{MCP}}^{\infty}(P) = R_{\text{MCP}}^{\text{erg},\infty}(P) \), where

\[
R_{\text{MCP}}^{\infty}(P) = \int_0^1 \log_2 \left( \frac{1 + P\sigma^2 \left( 1 + 2 \sum_{k=1}^L \alpha_k^2 \right)}{1 + P(1 - \sigma^2) \left( 1 + 2 \sum_{k=1}^L \alpha_k \cos(2\pi k \theta) \right)} \right) d\theta,
\]

(4.3)
in which $\sigma^2$ is the variance of each fading coefficient. We remark that the rate (Equation (4.3)) does not depend on the actual (stationary and ergodic) distribution of an individual fading distribution but only on its first two moments. Note also that this result recovers Equation (3.12) for $\sigma^2 = 0$, which corresponds to an unfaded scenario.

For $\sigma^2 = 1$, as assumed throughout this monograph when considering fading, we get

$$R_{MCP}^\infty(P) = \log_2 \left( 1 + P \left( 1 + 2 \sum_{k=1}^{L} \alpha_k^2 \right) \right). \quad (4.4)$$

This latter simple expression shows that MCP, when the number of users is large, is able not only to fully mitigate the intercell interference, as can be seen from the unitary multiplexing gain, but also to leverage the beamforming gain of $1 + 2 \sum_{k=1}^{L} \alpha_k^2$ afforded by the reception of multiple BSs.

A few more remarks are in order. It can be proved, similar to [111], that Equation (4.3) is increasing in $\sigma^2$ and is maximized for $\sigma^2 = 1$ as for Rayleigh fading. This implies that fading is beneficial with respect to a Gaussian channel with gains equal to the average of the fading coefficients, in the limit when the number of users per-cell increases without bound. It is remarked that the performance advantages due to fading may not hold for a finite number of users $K$. This can be easily seen by noticing that for $K = 1$ and no inter-cell interference ($\alpha = 0$), one obtains a point-to-point link for which fading is known not to increase the rate [111, 118]. The advantages of fading for a sufficiently large number of MSs can be interpreted, as argued above, in terms of multiuser diversity. In fact, if the number of users is large enough, it is likely that a sufficient number of users will experience better than average channel conditions, thus compensating for the bad channel conditions of other users.

Applying Jensen’s inequality to the rate expression (Equation (4.1)), it can be seen that Equation (4.4) is also an upper bound on the ergodic per-cell capacity for any number of users $K$ [111].

Figures 4.1 and 4.2, plotted for the linear Wyner model with $L = 1$ and Rayleigh fading, demonstrate the tightness of the asymptotic expression (and upper bound) (Equation (4.4)) already for a moderate
Fig. 4.1 Per-cell sum-rates versus $E_b/N_0$ for the uplink of the fading Wyner model (Rayleigh fading, $L = 1$, $\alpha = 0.4$).

Fig. 4.2 Per-cell sum-rates versus inter-cell interference factor $\alpha$ in the fading Wyner model (Rayleigh fading, $P = 10$ dB).
number of users $K$. The fact that the presence of fading is beneficial with large $K$ for all values of $P$ and $\alpha$ is also demonstrated in the figures.

### 4.1.1.2 Moment Bounds for Intra-Cell TDMA

An alternative approach to approximating the ergodic per-cell sum-rate $R_{\text{MCP}}^{\text{erg},\infty}$ is proposed in [111] for a fading Wyner model with $L = 1$ and fading coefficient with uniformly distributed phase (e.g., Rayleigh fading). Focusing on the intra-cell TDMA protocol, or equivalently $K = 1$, bounds on $R_{\text{MCP}}^{\text{erg},\infty}$ were found that depend on the moments of the eigenvalue distribution (Equation (3.11)). Specifically, it was first shown that the average unordered eigenvalue distribution $\mathbb{E}(F_{H_MH_M^H})$ converges weakly to a unique distribution $\mathcal{F}$ as the number of cells increases without bound, $M \to \infty$.\footnote{It is conjectured that using similar methods the spectrum can be proved to converge a.s. to a unique limit as well.} In addition, using a standard weighted paths summation over a restricted grid, the limiting values of the first several moments of this distribution were calculated. For example, listed below are the first two limiting moments:

\[
M_1 = m_2 + 2m_2\alpha^2 \tag{4.5}
\]

and

\[
M_2 = m_4 + 8m_2^2\alpha^2 + (4m_2^2 + 2m_4)\alpha^4, \tag{4.6}
\]

where $m_i$ is the $i$-th power moment of the amplitude of an individual fading coefficient. Following [49] the upper and lower principle representations of $\mathcal{F}$ can be used to produce analytical lower and upper bounds on the per-cell sum-rate capacity. For instance, listed below are the lower and upper bounds of order $n = 2$ derived by this method are as follows:

\[
\frac{(M_1)^2}{M_2} \log \left( 1 + P \frac{M_2}{M_1} \right) \leq R_{\text{MCP}}^{\text{erg},\infty} \leq \log (1 + PM_1), \tag{4.7}
\]

where $M_1$ and $M_2$ are the first and second limit moments of $\mathcal{F}$ given above. It is noted that this procedure can be extended in principle,
although in a tedious manner, for any finite $K$, or also for Wyner like models where inter-cell interference stems from farther cells.

Examining the moment bounds (orders $n = 8, 10$) calculated for Rayleigh fading and presented in Figure 4.2, reveals that the bounds get tighter as the order $n$ increases. Additional calculations [111] (not presented here) show that the bounds are tighter when $P$ decreases. In addition, these calculations reveal that the rate of MCP with Rayleigh fading can be larger than for the corresponding Gaussian channel even for $K = 1$ but only for certain values of $\alpha$ and $P$. Following up the discussion above, this can be explained by the fact that with MCP inter-cell interference may not be deleterious, as explained in the discussion around Figure 3.2, and that fading allows the network to potentially leverage the good channel gains from any MS to any other BS it affects.

### 4.1.1.3 Free-Probability Approximation

In [56], the limiting spectrum of $\frac{1}{1+2\alpha^2} H_M H_M^\dagger$ for the fading Wyner model with $L_r = L_\ell = 1$ has been loosely shown by free probability tools to be approximated by the Marčenko–Pastur distribution [121] (see Appendix D) with parameter $K$ (number of users per-cell). The approximation is shown to match fairly well Monte-Carlo simulations for relatively large values of $\alpha$ and for Rayleigh fading. To demonstrate the approximation inaccuracy in the low $\alpha$ regime, we note that in the extreme case of $\alpha = 0$, the eigenvalues are evidently exponentially distributed, with no finite support, in contrast to the Marčenko–Pastur distribution.

### 4.1.1.4 Extreme-SNR Analysis

Here we adopt the extreme-SNR analysis presented in Section 3.1.1.1 in order to get further insight into the performance of MCP over fading channels.

Recall from Section 3.1.1.1, the low-SNR regime is characterized through the minimum transmit $E_b/N_0$ that enables reliable communications, i.e., $E_b/N_{0\min}$, and the low-SNR spectral efficiency slope $S_0$. Using the results in [125] as in Section 3.1.1.1, the low-SNR parameters for the per-cell sum-rate capacity of the fading Wyner model with
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$L = 1$ are given for Rayleigh fading by\textsuperscript{2} [117]

\[
\frac{E_b}{N_{0\min}} = \frac{\ln 2}{1 + 2\alpha^2} \quad \text{and} \quad S_0 = \frac{2K}{1 + K}.
\] (4.8)

Comparing these results with the corresponding parameters in the Gaussian (unfaded) Wyner model, namely Equations (3.16) and (3.17), reveals that fading does not entail any loss or gain in performance in terms of $\frac{E_b}{N_{0\min}}$. In particular, the beamforming gain of $1 + 2\alpha^2$ is still achievable. Instead, the second-order analysis afforded by considerations of $S_0$ shows that, with low SNR, fading is beneficial when the number of users per cell exceeds a certain threshold which is a decreasing function of $\alpha$ [113].

Turning to the high-SNR regime, it is proved in [62] that the multiplexing gain is unity, just as for the corresponding Gaussian model (an expression for the so-called power offset is also given as a function of a Lyapunov exponent).

4.1.2 Soft-Handoff Model

We now discuss evaluation of the MCP per-cell sum-rate (Equation (4.1)) for the soft-handoff model with $L = 1$. Unlike the Wyner model, here the matrix $H_MH_M^\dagger$ has a Jacobi structure, that is, it is tridiagonal. This fact, as discussed in [118] facilitates analytical treatment beyond what is known to be possible for the Wyner model. This was already seen for the Gaussian scenario (see Equation (3.15)). In the following, we discuss some of the available results for fading models. We remark that, despite the simplified model, finding a closed-form analytical expression for the ergodic rate achieved by MCP for general fading statistics and finite number $K$ of users per-cell remains an open problem.

4.1.2.1 Intra-Cell TDMA

Here we focus on the per-cell sum-rates achieved by intra-cell TDMA, or equivalently when $K = 1$, and Rayleigh fading with $\alpha = 1$. In this

\textsuperscript{2}This result can be extended in a straightforward yet tedious manner to Wyner-like models with arbitrary $L$.\footnote{This result can be extended in a straightforward yet tedious manner to Wyner-like models with arbitrary $L$.}
scenario, extending the discussion around Figure 3.1, it can be seen that the achievable per-cell sum-rate equals the capacity of an LTI system where the impulse response has two taps, corresponding to the fading coefficients toward a given BS. This scenario was studied by Narula in [78]. As also discussed in Appendix D, Narula’s main observation was that the diagonal entries \( \{d_m\} \) of the Cholesky decomposition applied to \( \mathbf{G}_M = \mathbf{I}_M + \mathbf{PH}_M \mathbf{H}_M^H \) form a discrete-time continuous space Markov chain with a unique ergodic stationary distribution as \( M \to \infty \) given by

\[
f_d(x) = \frac{\log(x)e^{-\frac{x}{P}}}{\text{Ei}\left(\frac{1}{P}\right)} P, \quad x \geq 1,
\]

where \( \text{Ei}(x) = \int_x^\infty \frac{\exp(-t)}{t} dt \) is the exponential integral function. Further, as proved in [78], the strong law of large numbers holds for the sequence \( \{\log d_m\} \) as \( M \to \infty \). Hence, the average per-cell sum-rate capacity of the intra-cell TDMA scheme \( (K = 1) \) can be proved to be given by

\[
R_{\text{erg, MCP}}^{\infty}(P) = \int_1^\infty \frac{(\log(x))^2 e^{-\frac{x}{P}}}{\text{Ei}\left(\frac{1}{P}\right)} P dx.
\]

Note that Narula’s approach is based on an explicit calculation of the stationary distribution \( f_d \), and is thus limited to Rayleigh fading. It has not be thus far possible to extend this result to other fading distributions or even to different values of the inter-cell interference factor \( \alpha \).

An exception to this is the case with uniform phase fading, where the amplitude of all fading gains is (deterministically) equal to one and the phases are uniformly distributed. In this simpler scenario, considered in [43], the per-cell sum-rate capacity is shown to coincide with that of the corresponding Gaussian model, namely Equation (3.15), as \( M \to \infty \).

### 4.1.2.2 Wide-Band Transmission

Following [78], it is also possible to obtain a nontrivial upper bound on the per-cell sum-rate of the WB scheme with finite \( K \) and infinite number of cells \( M \to \infty \), in the presence of zero-mean unit power \( (m_1 = 0, m_2 = 1) \) fading (e.g., Rayleigh fading) and \( \alpha = 1 \). This bound is given...
by

\[ R_{\text{erg,}\infty}^{\text{MCP}}(P) \leq \log \left( \frac{1 + 2P + \sqrt{(1 + 2P)^2 - (4P^2/K)}}{2} \right). \]  

(4.11)

It is proved in [118] for \( K = 1 \) (intra-cell TDMA protocol) and extended to an arbitrary \( K \) in [63]. The derivation is carried out by using the fact that the determinant of a Jacobi matrix is equal to a weighted sum of the determinants of its two largest principal sub-matrices.

It is noted that for \( K = 1 \), the upper bound (Equation (4.11)) coincides with the per-cell sum-rate capacity (Equation (3.15)) of the Gaussian soft-handoff model. It follows that the presence of Rayleigh fading cannot increase the rates of the intra-cell TDMA protocol in the soft-handoff model with \( \alpha = 1 \). This is in contrast to the Wyner model, as explained above. Nevertheless, it is shown in [118] that already for \( K = 2 \) users the presence of fading may be beneficial at least for low SNR values. Note that the bound is tight for \( K \to \infty \) since in this regime the strong law of large numbers can be invoked to show that the per-cell sum-rate is given by Equation (3.15).

In Figure 4.3 the per-cell sum-rate bound (Equation (4.11)) is shown for \( K = 1, 2, 5, \infty \), along with the exact rate expression for intra-cell TDMA (4.10), and a Monte-Carlo simulation for \( K = 2 \) and \( M = 40 \), as a function of the transmitted \( E_b/N_0 \). It is noted that the bound for \( K = 1 \) coincides with the corresponding nonfading per-cell sum-rate (Equation (3.15)). The tightness of the bounds with increasing numbers of users per-cell is apparent already for \( K = 2 \). In addition, the fact that Rayleigh fading is beneficial for \( K > 1 \) is also visible.

### 4.1.3 Quasistatic Fading

With quasistatic fading, the outage capacity is typically used as a performance measure [82]. This is, generally speaking, the maximum rate that guarantees reliable transmission for a given percentage of channel realizations (the complement of whose measure is referred to as outage

\[ \text{RE}_b/N_0 = P. \]
probability). This setting implies either lack of CSI at the users (so that rate adaptation is not possible) or inelastic constant-rate applications. Using such a performance index in a large-scale cellular system with MCP proves to be challenging. In fact, on the one hand, defining outage as the event where any of the users’ messages are not correctly decoded leads to uninteresting results as the number of cells $M$ grows large; on the other hand, defining individual outage events, as studied in [77] for a two-user multiple-access channel, appears to be analytically intractable for large systems.

A tractable performance measure is instead obtained by considering the achievable per-cell sum-rate (Equation (3.8)) for given channel realizations in the limit as the number of users per cell $K$ and/or the number of cells $M$ grow large, where the limit is defined in an almost sure sense. It is noted that such per-cell sum-rate is achievable by appropriate choice of distinct rates by the MSs, and such choice depends on the
current realization of the channel matrices. The practical significance of this performance measure is thus limited to instances in which, thanks to appropriate signalling, such rate adaptation is possible.

The relations between rate expressions supported by quasistatic and ergodic channels in Wyner models is studied in [61]. As mentioned earlier, the rate $R_{MCP}(P)$ is shown to converge almost surely to $R_{MCP}^{\text{erg},\infty}(P)$ as $M \to \infty$. Therefore, in the limit of $M \to \infty$, the outage probability equals one if the transmitted per-cell sum-rate is larger than $R_{MCP}^{\text{erg},\infty}(P)$ and zero otherwise. Moreover, in [61], a central limit theorem is shown for $R_{MCP}(P)$ that characterizes the outage probability for large values of $M$. In particular, it is proved that the fluctuations of $R_{MCP}(P)$ decrease like $1/\sqrt{M}$ as $M$ goes to infinity.

4.1.4 DS-CDMA

The previous sections focused mostly on the optimal performance in a cellular uplink with MCP, and showed that WB transmission with joint decoding is optimal over fading channels. Here, instead, we consider the performance of a practical and widely adopted transmission scheme, namely Direct Sequence-Code Division Multiple Access (DS-CDMA). We focus on the fading Wyner model and assume that the users employ binary spreading sequences with a chip-level interleaver and spreading factor, or processing gain, equal to $N$. Note that, in practical DS-CDMA systems, symbol-level interleaving may be used instead, but the current assumption simplifies the analysis, making it possible to employ random matrix tools (see Appendix D). Further discussion on this assumption can be found in [117].

We analyze the asymptotic regime in which both the number of users per cell $K$ and the processing gain $N$ go to infinity, while their ratio goes to some finite constant, which is denoted by $\beta = \lim_{K,N \to \infty} K/N$ and is referred to as the “cell-load”. Moreover, in order to impose further practical constraints on the design, it is assumed that joint decoding is possible only among BSs belonging to the same cluster of $M$ cells. More precisely, the signals received at each of the BSs within a cluster are jointly processed by exploiting the knowledge of signatures
and codebooks of all intra-cluster users, while the codebooks of out-of-cluster users are unknown and their signature sequences are known. This is an example of cluster decoding, which will be further considered in the next section. The CP employs either the optimum joint decoder or a more practical linear minimum mean square error (MMSE) decoder. We follow the treatment in [117].

Since transmission involves $N$ chips per symbol, the baseband signal received by the CP for the cluster of concern consists of $MN$ chip-level samples, which we write as

$$y_M^{T} = H x_0^{M+1} + n_1^M,$$

(4.12)

where $y_M^{T} = (y_1^T, y_2^T, \ldots, y_M^T)^T$ is the $MN \times 1$ vector received by the cluster $M$ BSs, $x_0^{M+1} = (x_0^T, x_1^T, \ldots, x_M^T, x_{M+1}^T)^T$ is the $(M + 2)K \times 1$ transmitted symbols vector by the $MK$ cluster users and the two interfering cells, and $n_1^M = (n_1^T, n_2^T, \ldots, n_M^T)^T$ is the $MN \times 1$ additive complex Gaussian noise vector received by the cluster $M$ cells sites.

Note that the BSs in the cluster are numbered as $1, \ldots, M$, while the interfering, out-of-cluster, cells are 0 and $M$. The $MN \times (M + 2)K$ channel transfer matrix $H$ is given by

$$H = \begin{pmatrix}
\alpha S_0 \circ H_{1,0} & 0 & 0 \\
0 & \tilde{H} & 0 \\
0 & 0 & \alpha S_{M+1} \circ H_{M,M+1}
\end{pmatrix},$$

(4.13)

where $\circ$ stands for the Hadamard product, defined for arbitrary equal sized matrices $A$ and $B$ as

$$[A \circ B]_{i,j} \triangleq [A]_{i,j} [B]_{i,j},$$

(4.14)

and $\tilde{H}$ is an $MN \times MK$ matrix given by

$$\begin{pmatrix}
S_1 \circ H_{1,1} & \alpha S_2 \circ H_{1,2} & 0 & \cdots & 0 \\
\alpha S_1 \circ H_{2,1} & S_2 \circ H_{2,2} & \alpha S_3 \circ H_{2,3} & 0 & 0 \\
0 & \alpha S_2 \circ H_{3,2} & S_3 \circ H_{3,3} & \alpha S_4 \circ H_{3,4} & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \alpha S_{M-1} \circ H_{M-1,M-1} & S_M \circ H_{M,M}
\end{pmatrix}.$$
The entries of the $N \times K$ matrices $\{H_{m,n}\}$ are the channel fades affecting the signals transmitted by users in the $n$-th cell at a chip-level, as observed by the $m$-th BS. With the underlying chip-level interleaver assumption, the entries of $H_{m,n}$ matrices become independent and identically distributed (i.i.d.) zero-mean circularly symmetric complex Gaussian random variables, with unit variances (corresponding to Rayleigh fading). The matrices are also assumed to be statistically independent for different values of $m$ and $n$. The $N \times K$ matrices $\{S_m\}$ denote the binary signature matrices, with the columns of the matrix $S_m$ being the spreading sequences of the users operating in the $m$-th cell. It is assumed that the entries of the signature matrices are binary i.i.d. random variables taking the values $\{-1/\sqrt{N}, 1/\sqrt{N}\}$ with equal probability. Independence of the spreading sequences of different users is also assumed. It is noted that the matrices $\alpha S_0 \circ H_{1,0}$ and $\alpha S_{M+1} \circ H_{M,M+1}$ account for the inter-cell interference received by the cluster cell sites 1 and $M$, respectively.

### 4.1.4.1 Optimum Receiver

The per-cell ergodic sum-rate of the optimum receiver, which performs joint decoding, is given by [117]

$$R_{M,\text{opt}}^\text{erg}(P) = \mathcal{R}_M - \frac{2}{M} \mathcal{R}_I,$$

where

$$\mathcal{R}_M = \frac{1}{M} \lim_{N,K \to \infty} \frac{1}{N} E\{\log \det(I + P\bar{H}\bar{H}^\dagger)\},$$

(4.17)

and

$$\mathcal{R}_I = \lim_{N,K \to \infty} \frac{1}{N} E\{\log \det(I + \alpha^2 PGG^\dagger)\},$$

(4.18)

with the $N \times K$ matrix $G$ in Equation (4.18) being the channel transfer matrix corresponding to users of cell 0, whose signals are received at cell site 1, given by

$$G = S_0 \circ H_{1,0}.$$
Rate $R_M$ can be interpreted as the average per-cell spectral efficiency in the case in which the receiver also tries to decode the transmissions of users in the two cluster-adjacent cells (assuming that their codebooks are now also known at the receiver). With the underlying assumption of binary spreading sequences, and independent circularly symmetric Gaussian channel fades, the entries of the channel transfer matrix $H$ are marginally Gaussian. Furthermore, they are independent and hence jointly Gaussian (and uncorrelated). With this observation, a practical version of Girko’s law (see Appendix D) can be used, obtaining

\[
R_M = \frac{1}{M} \sum_{m=0}^{M+1} \beta \log(1 + \Gamma_M(m)(1 + 2\alpha^2)\beta P) \\
+ \frac{1}{M} \sum_{m=1}^{M} \log \left(1 + \sum_{k=m-1}^{m+1} \frac{[P_M]_{m,k} \beta P}{1 + \Gamma_M(k)(1 + 2\alpha^2)\beta P} \right) \\
- \frac{1}{M} \sum_{m=0}^{M+1} \beta \Gamma_M(m) \Upsilon_M(m) \log e, \tag{4.20}
\]

where the discrete-index asymptotic power profile $M \times (M + 2)$ matrix $P_M$ is given by

\[
P_M = \begin{bmatrix}
\alpha^2 & 1 & \alpha^2 & 0 & \cdots & 0 \\
0 & \alpha^2 & \alpha^2 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & \alpha^2 & \alpha^2
\end{bmatrix}, \tag{4.21}
\]

with the rows of $P_M$ being enumerated as $l = \{1, \ldots, M\}$ and the columns enumerated as $m = \{0, \ldots, (M + 1)\}$. Moreover, the values of the discrete-index function $\{\Gamma_M(m)\}_{m=0}^{M+1}$ are given by the unique solutions to the following set of equations:

\[
\Gamma_M(m) = \frac{1}{\beta(1 + 2\alpha^2)} \sum_{l=m-1}^{m+1} \frac{[P_M]_{l,m} \beta P}{1 + \sum_{k=l-1}^{l+1} \frac{[P_M]_{l,k} \beta P}{1 + \Gamma_M(k)(1 + 2\alpha^2)\beta P}}, \tag{4.22}
\]
for \( m = 0, 1, \ldots, M + 1 \), where “out-of-range” indices should be ignored. Finally, we have

\[
\Upsilon_M(m) = \frac{(1 + 2\alpha^2)\beta P}{1 + \Gamma_M(m)(1 + 2\alpha^2)\beta P}, \quad m = 0, 1, \ldots, M + 1, \quad (4.23)
\]

for \( m = 0, 1, \ldots, M + 1 \). The quantity \( \mathcal{R}_I \) may be interpreted as the spectral efficiency of an optimum receiver in a single isolated cell with homogeneous fading [126], and with a scaled SNR of \( \alpha^2 P \):

\[
\mathcal{R}_I = \beta \log \left( 1 + \alpha^2 P - \frac{1}{4} \mathcal{F}(\alpha^2 P, \beta) \right) + \log \left( 1 + \alpha^2 P \beta - \frac{1}{4} \mathcal{F}(\alpha^2 P, \beta) \right) - \frac{\log e}{4\alpha^2 P} \mathcal{F}(\alpha^2 P, \beta) \quad (4.24)
\]

where

\[
\mathcal{F}(x, z) \triangleq \left( \sqrt{x(1 + \sqrt{z})^2 + 1} - \sqrt{x(1 - \sqrt{z})^2 + 1} \right)^2. \quad (4.25)
\]

**Low-SNR Analysis**

Having derived the general expressions above, we can now obtain more insight into the performance of the optimum receiver with DS-CDMA by analyzing the low-SNR behavior. The low-SNR characterization of the optimum receiver is summarized as follows [117]:

\[
\frac{E_b}{N_0 \min} = \frac{\log 2}{\left[ 1 + 2\alpha^2 \left( 1 - \frac{1}{M} \right) \right]},
\]

\[
S_0 = \frac{2\beta}{1 + \beta} \left[ 1 + 4\alpha^2 \left( 1 - \frac{1}{(1+\beta)M} \right) + 4\alpha^4 \left( 1 - \frac{(3+\beta)}{2(1+\beta)M} \right) \right]. \quad (4.26)
\]

It can be seen that the optimum receiver is able to harness the beamforming gain, which approaches \( 1 + 2\alpha^2 \) as the cluster sizes \( M \) increase. Moreover, it is observed that the slope \( S_0 \) increases
monotonically with the cell load $\beta$. This implies that, in the low-SNR regime, it is optimal to increase the cell load as much as possible. This conclusion can be justified by noting that in the low-SNR regime the main performance impediment is set by noise and not by interference, so that increasing the number of users per cell is generally advantageous.

**High-SNR Analysis**

We now turn to the high-SNR regime. For $M \geq 2$, the multiplexing gain is given by [117]

$$S_\infty = \begin{cases} 
\beta, & \beta \leq \frac{M}{M + 2} \\
1 - \frac{2}{M} \beta, & \frac{M}{M + 2} < \beta \leq 1 \\
1 - \frac{2}{M}, & 1 \leq \beta.
\end{cases} \quad (4.27)$$

From this result, it is observed that taking $\beta \to \infty$ is no longer optimum in this regime. In fact, the optimum value of $\beta$ in terms of the high-SNR slope approaches $\frac{M}{M + 2}$ as the SNR grows. Moreover, it is interesting to note that when $M = 2$ (and also $M = 1$ [143]), taking $\beta \to \infty$ makes the performance interference limited, so that the multiplexing gain is zero. In contrast, for $M \geq 3$, the performance of the optimum receiver is no longer interference limited when $\beta \to \infty$, although, as noted above, an unbounded cell load is a strictly suboptimum choice in the high SNR regime.

**4.1.4.2 Linear MMSE Receiver**

We now consider the performance of a more practical linear MMSE receiver. Noting that the quantity $\Gamma_M(m)(1 + 2\alpha^2)\beta P$ is the Signal-to-Interference-plus-Noise Ratio (SINR) at the output of the linear MMSE receiver, we obtain the ergodic sum-rate as [117]

$$R_{\text{erg}}^{\text{MMSE}}(P) = \frac{1}{M} \sum_{m=1}^{M} \beta \log(1 + \Gamma_M(m)(1 + 2\alpha^2)\beta P). \quad (4.28)$$
Low-SNR Analysis

The low-SNR characterization of the linear MMSE receiver is summarized as follows for $M \geq 2$ [117]:

$$\frac{E_b}{N_0 \min} = \log_2 \left[ 1 + 2\alpha^2 \left( 1 - \frac{1}{M} \right) \right]$$

$$S_0 = \frac{2\beta}{1 + 2\beta^2 \left[ 1 + 4\alpha^2 \left( 1 - \frac{1+\beta}{(1+2\beta)M} \right) + 4\alpha^4 \left( 1 - \frac{3+4\beta}{(1+2\beta)M} \right) \right]}$$

(4.29)

This analysis shows that the linear MMSE receiver is able to harness the same beamforming gains as the optimum receiver. Moreover, the slope of Equation (4.29) monotonically increases with $\beta$ which establishes the optimality of taking $\beta \to \infty$ for the linear MMSE receiver in the low-SNR regime, as shown for the optimum receiver.

4.2 Downlink

We now turn to the analysis of the achievable per-cell sum-rate for the downlink in the presence of MCP with unlimited-capacity backhaul for both fading soft-handoff and fading Wyner models. Focusing on ergodic fading, the per-cell sum-capacity is given by $R_{MCP}^{\text{erg}}(P) = \mathbb{E}[R_{MCP}(P)]$, where $R_{MCP}(P)$ is obtained as Equation (3.20). Similar to $R_{MCP}(P)$ for Gaussian models, this rate is attained via DPC (see Appendix A).

Evaluating this quantity is even more complex than for the uplink due to the min–max operation involved, which arises as a consequence of the per-BS power constraint, as revealed by the duality analysis reported in Appendix B. Therefore, as for the uplink, we will focus on obtaining analytical insights via approximations and asymptotic results in the following.

4.2.1 Soft-handoff Model

We start by analyzing the soft-handoff model with $L = 1$ and $\alpha = 1$. The choice $L = 1$ is made for analytical convenience in order to
overcome the difficulties identified above (extension to any $\alpha$ does not pose additional challenges).

### 4.2.1.1 Large Number $K$ of Users Per Cell

We focus here on the scenario in which the number of users per cell, $K$, is large and derive upper and lower bounds on the ergodic per-cell sum-rate $R_{\text{MCP}}^{\text{erg}}(P)$ for Rayleigh fading. The discussion follows [118]. Before starting the treatment, it is useful to recall that for $K$ large [98] the per-cell sum-rate of a system without inter-cell interference scales as $\log \log K$. This means that, as the number of MSs in the system increases, the system is able to transmit at a larger sum-rate, while keeping the transmit power and bandwidth constant. As further discussed below, this gain is enabled by selecting, and thus allocating power to, the MSs with the best channel conditions. This can be seen as another instance of the benefits of multiuser diversity. We emphasize that this particular multiuser diversity gain was not considered for the uplink, since we have assumed that the MSs do not have CSI and thus cannot perform channel-aware scheduling (although in principle channel-aware scheduling can be performed at the CP if channel coherence time permits).

We now study the effects of inter-cell interference on the achievable rate by deriving lower and upper bounds on the ergodic per-cell sum-rate $R_{\text{MCP}}^{\text{erg}}(P)$. From Equation (3.20), a lower bound on $R_{\text{MCP}}^{\text{erg}}(P)$ can be obtained by fixing a diagonal matrix $D$ and minimizing over the noise covariance $\Lambda$. Fixing a matrix $D$ is equivalent to deciding on a particular power allocation across the MSs in the dual uplink (see Section 3.2.2). A convenient scheduling for the dual uplink is the following: only users received in the dual uplink channel with fade power levels exceeding some threshold $L_{\text{th}}$ are allowed to transmit. As $K \to \infty$, the number of active users per cell with this scheme can be shown to crystallize to $K_0 \triangleq Ke^{-2L_{\text{th}}}$, so that all active users can transmit at equal powers $1/K_0$ to meet the power constraint $tr(D) \leq M$ in Equation (3.20). The threshold $L_{\text{th}}$ is selected so that, as $K \to \infty$, we have $K_0 \to \infty$, so that the law of large numbers can be invoked. As demonstrated in [118], minimizing Equation (3.20) when $D$ is selected as
above is accomplished by choosing $\Lambda = I$. This way, we have obtained a lower bound on $R_{MCP}^{\text{erg}}(P)$, which selecting $K_0 = K e^{-2L_{\text{th}}} = K^\varepsilon$, and hence $L_{\text{th}} = \frac{1 - \varepsilon}{2} \log K$, where $0 < \varepsilon < 1$, is given by

$$R_{MCP}^{\text{erg}}(P) \geq \log_2 (1 + P ((1 - \varepsilon) \log K + 2)). \quad (4.30)$$

We remark that the considered scheduling scheme for the dual uplink channel translates into a downlink DPC-based transmission scheme that achieves the corresponding sum-rate via the transformations derived in [127]. We also note that considering a scheduling scheme, where all users transmit simultaneously with equal powers, produces an achievable average per-cell sum-rate of $\log(1 + 2P)$. This shows that the lack of scheduling fails to produce the multiuser diversity gain factor of $(1 - \varepsilon) \log K$, confirming the discussion above regarding the performance gains attainable by only serving the users with the best channel conditions.

An upper bound on $R_{MCP}^{\text{erg}}(P)$ can be instead obtained by fixing a matrix $\Lambda = I$ and then optimizing over $D$. A further upper bound on the so obtained optimal value can be found by bounding the channel fades by the strongest fading gain received at each cell site (over all intra-cell users), and observing that the maximum of $K$ i.i.d. exponentially distributed random variables scales as $\log K$ (neglecting smaller terms) for $K \gg 1$ [98]. This leads to

$$R_{MCP}^{\text{erg}}(P) \leq \log_2(1 + 2P \log K). \quad (4.31)$$

The above bounds are rather tight, and for $\varepsilon \ll 1$ the gap between the two bounds is less than 1 bit/s/Hz in the high-SNR region. Moreover, one can conclude from the two bounds that the per-cell sum-rate capacity scales as $\log \log K$ for $K \gg 1$, as for the interference-free system. In other words, interference, when MCP is used, does not hamper the gains achievable via multiuser diversity. In fact, a suboptimal scheme proposed in [112] is shown to achieve the same scaling law even without employing optimal DPC encoding. The scheme is based on zero-forcing (ZF) beamforming and a simple user selection (scheduling) rule whereby one user is served in each cell at any given time in an intra-cell TDMA fashion, and is discussed in Section 4.2.3.
4.2.1.2 Extreme-SNR Analysis

We now analyze the performance of MCP for the downlink in the extreme SNR regimes by leveraging the bounds obtained above. Recall that the results here hold for large $K$ and that we have set $\alpha = 1$. We first remark that the multiplexing gain with MCP is unitary. This is consistent with the results obtained for the uplink and shows the ability of MCP to mitigate the effect of interference.

We then study the low-SNR regime. The low-SNR parameters can be characterized (for any number of cells $M \geq 3$) as

$$\frac{\log 2}{2\log K} \leq \frac{E_b}{N_0 \min} \leq \frac{\log 2}{(1 - \varepsilon) \log K + 2}$$

and

$$S_0 = 2.$$  \hfill (4.33)

We recall that in the absence of fading, for the Gaussian soft-handoff model at hand, we have $E_b/N_0 \min = \log 2/2$ and $S_0 = 4/3$ [118]. Note that the factor 2 in $E_b/N_0 \min = \log 2/2$ accounts for the beamforming gain in the model at hand. Comparing with the results in the absence of fading, the equations above demonstrate the beneficial effect of fading on the downlink. Specifically, the minimum transmit $E_b/N_0$ that enables reliable communication is decreased at least by a factor of $2/((1 - \varepsilon) \log K + 2)$, while the low-SNR slope is increased by a factor of 1.5 for large $K$. This is a manifestation of the gains of multiuser diversity. In particular, here the multiuser gains are shown to depend on $E_b/N_0 \min$, and to increase with $K$, unlike the uplink (cf. Equation (4.8)). This can be explained following the same reasoning used above to justify the rate scaling of $\log \log K$ with increasing numbers of users, demonstrating the advantages of scheduling only the best users.

4.2.2 Wyner Model

In this section, we study the fading Wyner model with Rayleigh fading, $L = 1$ and any value of $\alpha^2$, following a similar approach to the one used for the soft-handoff model.
4.2 Downlink

4.2.2.1 Large Number $K$ of Users Per Cell

Using the same bounding techniques discussed above, for an arbitrary number of cells ($M > 2$) with many users ($K \gg 1$), the per-cell sum-rate capacity for the Wyner model is bounded by (ignoring small orders of $\log K$)

$$\log_2(1 + P((1 - \varepsilon)\log K + 1 + 2\alpha^2)) \leq R_{MCP}(P) \leq \log_2(1 + (1 + 2\alpha^2)P\log K), \quad (4.34)$$

for some $\varepsilon \to 0$, as $K \to \infty$. The bounds (Equation (4.34)) show the same $\log \log K$ multiuser diversity gain as for the soft-handoff (and the inter-cell interference-free) system.

4.2.2.2 Extreme-SNR Analysis

Similar results as for the soft-handoff model are also obtained when analyzing the extreme-SNR behavior. In fact, in the high-SNR regime, the multiplexing gain can be again shown to be unitary, whereas in the low-SNR regime we have

$$\frac{\log 2}{(1 + 2\alpha^2)\log K} \leq \frac{E_b}{N_0 \min} \leq \frac{\log 2}{(1 - \varepsilon)\log K + 1 + 2\alpha^2}, \quad (4.35)$$

and

$$S_0 = 2. \quad (4.36)$$

4.2.3 Distributed Zero-Forcing Beamforming

In the previous sections, we have derived bounds on the maximum achievable per-cell sum-rate. As was discussed, the optimal performance is attained by DPC techniques, which are generally complex to implement. Here, instead, we analyze the performance of a practical and well-established alternative to optimal DPC schemes, namely zero-forcing beamforming (ZFBF) with a simple scheduling strategy. As will be shown, ZFBF is an attractive scheme, since it attains noninterference-limited performance, while requiring only single-user coding/decoding techniques. Analysis for a general MIMO Gaussian broadcast channel with sum-power constraint was presented in [136], while this section
discusses the analysis for the Gaussian and fading Wyner models (with per-BS power constraints), following [112]. We refer to [5, 7] for related recent results.

We assume the system to be operated according to an intra-cell TDMA protocol. ZFBF is based on transmission via linear precoding from all the BSs. In particular, the signal $x$ transmitted by the BSs (see Equation (2.6)) is given by $x = Bu$, where $u$ is the $M \times 1$ vector of symbols intended for the $M$ scheduled users, one per cell, and $B$ is the $M \times M$ beamforming matrix. The received signal (Equation (2.6)) thus becomes

$$y = H^T Bu + z,$$  \hspace{1cm} (4.37)

where we have neglected the subscript $M$ in the channel matrix for simplicity of notation. The beamforming matrix $B$ is selected so as to eliminate inter-cell interference. This leads to

$$B = \sqrt{MP \text{trace}((HH^T)^{-1})} (H^T)^{-1}.$$  \hspace{1cm} (4.38)

Note that the definition (Equation (4.38)) only ensures the sum-power constraint, but it will be argued below that it also satisfies the required per-BS power constraints. Substituting Equation (4.38) into Equation (4.37), the received signal vector reduces to

$$y = \sqrt{MP \text{trace}((HH^T)^{-1})} u + z.$$  \hspace{1cm} (4.39)

Thanks to ZFBF, as seen in Equation (4.39), the downlink channel has been decomposed into a set of $M$ identical independent parallel single-user channels, one for each MS.

We now consider separately the Gaussian and fading Wyner models.

4.2.3.1 Gaussian Wyner Model

From Equation (4.39), the per-cell sum-rate achievable by ZFBF is given by

$$R_{zfbf}(P) = \log_2 \left( 1 + \frac{MP}{\text{trace}(HH^T)^{-1}} \right),$$  \hspace{1cm} (4.40)
where the channel matrix $H$ is a symmetric circulant Toeplitz matrix with first column given by $[1 \alpha_0 0_{M-2}]$. Moreover, by symmetry, it can be seen that the transmission power per-BS, which is given by

$$[BB^\dagger]_{m,m} = MP[(HH^\dagger)^{-1}]_{m,m} \frac{\text{trace}(HH^\dagger)^{-1}}{M}$$

(4.41)

is equal for all BSs $m$.

Applying Szegő’s theorem [30], the average per-cell sum-rate of the ZFBF scheme is given for $\alpha < 1/2$, by

$$R_{\text{eff}}(P) = \log_2(1 + (1 - 4\alpha^2)^{3/2}P)$$

(4.42)

Equation (4.42) clearly shows the noninterference-limited behavior of ZFBF. Moreover, comparing Equation (4.42) with Equation (3.1), it can be seen that the ZFBF scheme is superior to SCP with spatial reuse $F = 2$ when the SNR $P$ is above a certain threshold

$$P_t(\alpha) = 2\left(1 - \frac{(1 - 4\alpha^2)^{3/2}}{(1 - 4\alpha^2)^3}\right)$$

(4.43)

which is an increasing function of $\alpha$. As a technical remark, it is noted that for $\alpha = 1/2$ the circulant channel transfer matrix $H$ is singular and channel inversion methods such as ZFBF are not applicable. Moreover, $H$ is not guaranteed to be nonsingular for $\alpha > 1/2$ and any finite number of cells $M$.

### 4.2.3.2 Fading Wyner Model

Having obtained some insight into the performance of ZFBF in a setting without fading, we now turn to the analysis of the fading Wyner model. In order to implement intra-cell TDMA while still leveraging multiuser diversity, we consider a simple scheduling algorithm that selects for each fading block (or TDMA slot) the user with the maximum channel gain for transmission in each cell. The resulting channel transfer matrix $H^\dagger$ of this suboptimal scheduling consists of diagonal entries whose absolute values squared are the maximum of $K$ independent exponentially distributed random variables (as for Rayleigh fading).
The other nonzero entries are on the two diagonals above and below the main diagonal and are complex Gaussian random variables with power $\alpha^2$. It can be proved that this scheme ensures in probability an equal per-cell power (Equation (4.41)) equal to $P$, asymptotically with increasing number of users per-cell. We finally remark that, in case matrix $H$ is ill-conditioned, the CP can start replacing the “best” users by their second “best” users until the resulting matrix $H$ is well behaved. Since we assume that $K \gg 1$, the overall statistics are not expected to change by this user-replacing procedure.

We now need to evaluate the ergodic per-cell sum-rate

$$R_{\text{zfbf}}^\text{erg}(P) = E\left\{ \log_2 \left( 1 + \frac{MP}{\text{trace}((HH^\dagger)^{-1})} \right) \right\}. \tag{4.44}$$

Leveraging the special structure of the channel transfer matrix $H^\dagger$ described above, it can be proved that the ergodic per-cell sum-rate capacity (Equation (4.44)) scales as $\log \log K$ as the number $K$ of users per cell increases [112]. This demonstrates that the ZFBF is able to fully harness the multiuser diversity gains in the regime of large $K$. This result, can be intuitively explained by the fact that due to the scheduling process, $(HH^\dagger)$ “becomes” diagonal $(\log K I_M)$ as $K$ increases. Accordingly, for large $K$, $(HH^\dagger)^{-1}$ “behaves” like $(I_M/\log K)$, and $R_{\text{zfbf}}^\text{erg}(P)$ in Equation (4.44) is approximated by

$$R_{\text{zfbf}}^\text{erg} \approx \log_2(1 + P \log K). \tag{4.45}$$

### 4.2.3.3 Numerical Results

In Figure 4.4 the ergodic per-cell sum-rate of the ZFBF scheme is compared with the sum-rate capacity (Equation (3.20)), obtained via Monte Carlo simulations, for $K = 100$ and $\alpha = 0.4$. The gap between the performance of ZFBF and the capacity is explained by the fact that the ZFBF scheme does not exploit antenna gains, but only attempts to eliminate inter-cell interference. Performance is also compared with SCP with $F = 1$ and $F = 2$. 
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4.3 Summary

In this section, we have analyzed the performance benefits of MCP in the presence of fading. A first observation has been that the beamforming and multiplexing gains that were identified in the previous section in the absence of fading continue to hold with fading. Moreover, we have seen that, with fading, additional gains become available due to multiuser diversity. The latter derives from the presence of multiple users per cell with independent channel realizations. Therefore, while without fading the number $K$ of users per cell does not play a relevant role (under the assumption that the power remains constant with $K$), this is not the case in fading channels. Specifically, for the uplink, under the assumption of channel-independent scheduling, we have observed that multiuser diversity gains arise if $K$ is sufficiently large, while for small $K$ having fewer users per cell can be preferable. Instead, for the downlink, with channel-aware scheduling, MCP enables the system to harness a logarithmic gain as a function of $K$ due to multiuser diversity for
all $K$ and SNR levels. We emphasize that, if channel-aware scheduling is allowed for the uplink as well, then it is possible to obtain the same multiuser diversity gains obtained here for the downlink (see [118]). We have also studied the performance of practical system implementations in both the uplink, via DS-CDMA, and downlink, via ZFBF, and obtained performance comparable with that obtained under ideal conditions.
The previous sections analyzed the performance of MCP with unlimited-capacity backhaul links to a CP. The analysis has thus assessed the advantages of MCP with respect to SCP, with possible spatial reuse, under ideal conditions for the backhaul links. This leaves open the issue of addressing the actual performance advantages of MCP once limitations on the backhaul links are accounted for. This is the subject of this section, where we focus on the uplink. Discussion of the downlink is postponed to the next section. We follow the classification in Section 2.3 and consider first limited-capacity backhaul links to the CP, then finite-capacity links between adjacent BSs and finally clustered cooperation. We will consider Gaussian and (ergodic) fading Wyner and soft-handoff models.

5.1 Finite-Capacity Backhaul to a Central Processor

In this section, we consider the impact of finite-capacity backhaul between BSs and CP, as shown in Figure 2.4(a). Recall that we assume that each BS is connected to the CP via a backhaul link of capacity $C$ (bits/s/Hz).
5.1.1 Upper Bound and Definitions

To provide a benchmark result, we observe that the achievable per-cell sum-rate can be upper bounded by the so-called cut-set upper bound (see, e.g., [17]). This bound dictates that the rate $R(P,C)$ achievable by any scheme with power constraint $P$ and backhaul capacity $C$ must satisfy

\[ R(P,C) \leq R_{UB}(P,C) = \min\{C, R_{MCP}(P)\}, \]  

(5.1)

where $R_{MCP}(P)$ is defined in Equation (3.8) and represents the per-cell sum-rate capacity with unlimited-capacity backhaul links. For ergodic fading, a similar relationship holds with $R_{MCP}^{\text{erg}}(P) = E[R_{MCP}(P)]$ in lieu of $R_{MCP}(P)$. The cut-set bound (Equation (5.1)) merely states that the per-cell sum-capacity cannot be larger than the minimum of the (per-cell) backhaul capacity $C$ and of the rate attainable with ideal backhaul.

We now study how close one can get to the upper bound (Equation (5.1)). We do this by considering separately two types of MCP strategies.

- **Oblivious BSs**: The BSs are assumed to have no decoding power. This enables implementation with “light” BSs, that only need to have a radio transceiver and minimal baseband processing capabilities. The BSs are also not required to be informed about the MSs’ codebooks. We refer to this scenario as “oblivious BSs”. Note that, due to capacity limitations on the digital link to the CP, oblivious BSs cannot directly forward the received radio signal (say, using radio-over-fiber technologies), but instead have to compress the received signal before communicating to the CP.

- **Informed BS**: The BSs have full decoding capabilities. We refer to this scenario as “informed BSs”, since in this case the BSs must be aware of the MSs’ codebooks in order to perform decoding.
5.1 Finite-Capacity Backhaul to a Central Processor

5.1.2 Oblivious Base Stations

Here we study the performance achievable with oblivious BSs for Gaussian Wyner and Gaussian soft-handoff models. The corresponding fading models are studied in Section 5.6. For simplicity, we focus on the case $K = 1$, or equivalently intra-cell TDMA. This is without loss of generality, given the optimality of the intra-cell TDMA in Gaussian models (see Section 2).

We consider the following scheme, proposed in [85]. The basic idea is that each oblivious BS compresses the received signal to $C$ (bits/s/Hz) and sends some function of the compressed index to the CP. The CP then performs decoding based on the information received from the BSs. To be more specific, design of the compression scheme can leverage the fact that the signals received by different BSs are correlated, since they are the result of the same set of signals propagating from MSs to BSs. This allows the BSs to reduce the rate, and thus the backhaul capacity, required to communicate the compression indices to the CP. Compression strategies that leverage signal correlation are typically referred to as distributed source coding and the compression problem at hand as the “CEO problem”, which is introduced in Appendix C.

As discussed in Appendix C, distributed source coding strategies operate by transmitting a function (referred to as a “bin”) of the compression index to the CP, thus reducing the required backhaul rate. Thanks to the signal correlation, the CP is in principle able to recover the compression indices, and hence the signals compressed by the RSs (i.e., the CP “decompresses”). Decoding can then take place at the CP based on the decompressed signals. Reference [85] instead proposes a different, and potentially better, approach, whereby the CP performs joint decompression and decoding of all compressed signals and messages of all active MSs. Incidentally, this approach to joint decompression and decoding has been also later found to be useful in many other scenarios [65]. We remark that the scheme at hand can also be defined as “Compress-and-Forward” (CF) following standard terminology for relaying [48] (see also Section 6).
References [85, 86] prove that the following per-cell rate is achievable by the scheme discussed above for a system characterized by the channel matrix \( H \) as \( M \to \infty \):

\[
R_{\text{obl}}(P, C) = \lim_{M \to \infty} \frac{1}{M} \log_2 \det(I + (1 - 2^{-r^*})PHH^\dagger),
\]

(5.2)

where \( r^* \) is the solution of the equation\(^1\)

\[
F(P, r^*) = C - r^*,
\]

(5.3)

in which we have defined the function

\[
F(P, r) \triangleq \lim_{M \to \infty} \frac{1}{M} \log_2 \det(I + (1 - 2^{-r})PHH^\dagger).
\]

(5.4)

Note that in this section, we do not explicitly denote the fact that the achievable rates correspond to the regime \( M \to \infty \) in order to simplify the notation.

Since the result (Equation (5.2)) holds for any channel matrix \( H \), it applies in particular for the Gaussian Wyner and Gaussian soft-handoff models. Comparing the rate (Equation (5.2)) with the per-cell rate (Equation (3.8)) achievable with no limitations on the backhaul, it can be seen that a finite-capacity backhaul entails an SNR loss of \( 1/(1 - 2^{-r^*}) \). Note in fact that, when \( C \to \infty \), then we have \( r^* \to \infty \) and Equation (5.2) reduces to the per-cell rate capacity (Equation (3.8)). The parameter \( r^* \) can be interpreted as the rate that the BSs have to invest for compressing the noise in the received signals [83]. In this regard, we emphasize that the BS cannot avoid compressing channel noise since it cannot decode the useful signal and thus separate signal and noise. The condition (Equation (5.3)) imposes the requirement that the achievable per-cell rate be equal to the amount of backhaul capacity left once the portion \( r^* \) wasted for noise compression is accounted for. Finally, we emphasize that \( R_{\text{obl}}(P, C) \leq C \) due to (5.3), as it should be by the upper bound (5.1).

It can also be seen that if no inter-cell interference is present, i.e., \( \alpha = 0 \), the rate (Equation (5.2)) reduces to [85]

\[
R_{\text{obl}}(P, C) = \log_2 \left( 1 + P \frac{1 - 2^{-C}}{1 + P^2 - C} \right).
\]

(5.5)

\(^1\)For finite \( C \), the implicit (Equation (5.3)) is easily solved numerically, since \( F(P, r) \) can be shown to be monotonic in \( r \) for the symmetric models at hand.
Comparison with the rate \( \log_2(1 + P) \) achievable with ideal backhaul links shows an SNR degradation of \( \frac{1 + P^2 - C}{1 - 2^{-C}} \).

We can now specialize the general result (Equation (5.2)) to both the Gaussian Wyner and the Gaussian soft-handoff models with \( L = 1 \). For the Wyner model, we get

\[
R_{obl}(P, C) = F(P, r^*) = \int_0^1 \log_2(1 + P(1 - 2^{-r^*})(1 + 2\alpha \cos 2\pi \theta)^2) d\theta, \tag{5.6}
\]

where \( r^* \) is the unique solution to the fixed point equation \( F(P, r^*) = C - r^* \). Alternatively, for the soft-handoff model, it is possible to get a more explicit expression as

\[
R_{obl}(P, C) = F(P, r^*) = \log_2 \left( \frac{1 + (1 + \alpha^2)P + 2\alpha^2 2^{-C} P^2}{2(1 + 2^{-C}P)(1 + \alpha^2 2^{-C}P)} \right),
\]

\[
\frac{E_b}{N_0 \min} = \frac{\tilde{E}_b}{N_0 \min} \frac{1}{1 - 2^{-C}}, \tag{5.8}
\]

where \( \tilde{E}_b/N_0 \min \) and \( \tilde{S}_0 \) are the minimum transmitted energy per bit required for reliable communication and the low-SNR slope of the
per-cell capacity with unlimited backhaul links, namely \( R_{MCP}(P) = R_{\text{obl}}(P, \infty) = F(P, \infty) \).

This result confirms and quantifies for the low-SNR regime the insight offered above on the effect of a limited-capacity backhaul. In particular, it is seen that oblivious BSs are able to obtain the ideal performance with unlimited backhaul up to an SNR loss given by \( 1/(1 - 2^{-C}) \). Therefore, for instance, by allocating at least \( C \approx 3.2 \) (bits/s/Hz) to the backhaul network, the minimum energy required for reliable communication of the limited channel will not increase by more than 0.5 (dB) when compared to that needed with unlimited backhaul.

### 5.1.2.2 High-SNR Analysis

Here we study the high-SNR characterization of the performance achievable with oblivious BSs. Similar to the results in the previous subsection, the high-SNR analysis is general and the results are applicable for Gaussian Wyner and soft-handoff models. We first observe from the upper bound (Equation (5.1)) that for a fixed backhaul capacity \( C \) and large SNR \( P \), the per-cell rate is at most \( C \). Note that this rate is achieved by the oblivious strategy for \( P \to \infty \), as can be seen from Equations (5.2) and (5.3). It follows that, for fixed backhaul capacity \( C \), no matter which strategy is used, the rate is finite and the system has a zero multiplexing gain (i.e., \( S_\infty = 0 \)).

Based on the discussion above, the following question arises: How should the backhaul capacity \( C \) scale with \( P \) in order for the system to maintain a unit multiplexing gain (as in the inter-cell interference-free system)? Reference [86] shows that a scaling of \( \log_2 P \) suffices to achieve unit multiplexing gain (and in fact also the high-SNR offset of an interference-free system).

### 5.1.2.3 Fading Channels

In this section, we address the performance of MCP with oblivious BSs for fading Wyner and soft-handoff models. We assume, as usual, Rayleigh fading with unit power. A first observation is that, as seen in the previous section, with fading, the intra-cell TDMA protocol is no
longer optimal and the WB protocol is to be preferred. We thus adopt the WB protocol in the following and set $K \geq 1$. Similar to Equation (5.2), it can be shown that the oblivious scheme, implemented along with the WB protocol, achieves the following ergodic per-cell sum-rate:

$$R_{\text{obl}}(P, r) = \lim_{M \to \infty} \max E \left[ \log_2 \left( \frac{1}{M} \det \left( I + P K \text{diag} \left( 1 - 2^{-r m(H)} \right) \right) \right) \right]$$

(5.10)

where the functions $r_m(H)$ must be chosen so that condition (Equation (5.3)) holds. Note that in Equation (5.10), the rate $r_m(H)$ is to be interpreted as the rate that the $m$-th BS has to invest for compressing channel noise when the channel realization is $H$. In order to simplify the evaluation of Equation (5.10), we will consider a lower bound on $R_{\text{obl}}^\text{erg}(P, C)$, which is achieved by setting $r_m(H) = r^*$, irrespective of the channel realization.

Unfortunately, an explicit evaluation of Equation (5.10) is complicated in general. Therefore, in the following, we will consider various approximations and asymptotic regimes in order to get further insight into Equation (5.10). We consider the Wyner model and the soft-handoff model separately.

**Wyner Model**

For the Wyner model with $L = 1$, assuming that the number of users $K$ per-cell is large (and also $M$ is large as in Equation (5.10)), it is possible to evaluate Equation (5.10) as

$$R_{\text{obl}}^\text{erg}(P, C) = \log_2 \left( 1 + \frac{1 + 2\alpha^2}{1 + (1 + 2\alpha^2) P (1 - 2^{-C})} \right).$$

(5.11)

Hence, the rate of the limited network equals the rate of the single user Gaussian channel (Equation (5.5)) but with enhanced power $P(1 + 2\alpha^2)$. This complies with the observation made around Equation (4.4), to which Equation (5.11) reduces for $C \to \infty$. In particular, comparison with Equation (4.4) shows again that the effect
of finite capacity, even in the presence of fading, can be accounted for by an SNR loss, which in the regime of large $K$ is given by $\frac{(1 + (1 + 2\alpha^2)P2^{-C})/(1 - 2^{-C})}{1 + (1 + 2\alpha^2)P2^{-C}}$.

**Soft-Handoff Model**

For the soft-handoff model with $L = 1$, reference [86] obtains an upper bound:

$$R^{erb}_{obl}(P, C) \leq \log_2 \left( \frac{1 + P(1 + \alpha^2) + 2P^2\alpha^22^{-C}/K}{2(1 + P(1 + \alpha^2)2^{-C} + P^2\alpha^22^{-2C}/K)} \right)$$

$$\frac{\sqrt{(1 + P(1 + \alpha^2))^2 - 4P^2\alpha^2(1 - 2^{-C})/K}}{2(1 + P(1 + \alpha^2)2^{-C} + P^2\alpha^22^{-2C}/K)}, \quad (5.12)$$

which can be shown to be tight in the regimes $C \to \infty$ and/or for $K \to \infty$. In the latter case, in particular, we obtain

$$R^{erb}_{obl}(P, C) = \log_2 \left( \frac{1 + P(1 + \alpha^2)(1 - 2^{-C})}{1 + P(1 + \alpha^2)2^{-C}} \right), \quad (5.13)$$

which shows the same SNR loss as compared to the unlimited capacity rate as found above for the Wyner model [86].

**5.1.3 Informed Base Stations**

As shown in the previous section, an implementation of MCP with oblivious BSs is able to closely approximate the performance achievable with an unlimited-capacity backhaul (as studied in the previous section) as long as the capacity $C$ is large enough (see also Section 5.1.5). We now turn to assessing the further performance gains that can be accrued by endowing the BSs with decoding capabilities. These potential gains can be explained in light of Equations (5.2) and (5.10). In fact, it was discussed above that Equations (5.2) and (5.10) demonstrate that the performance with oblivious BSs is limited by the fact that the BSs inevitably have to invest some of the backhaul link capacity to compress noise, rather than signal, information. By
leveraging decoding capabilities the BSs may instead be able to distinguish, at least partially, signal from noise, thus decreasing the effective noise and increasing the efficiency of the backhaul usage. It is noted that the discussed performance gains come at the price not only of more processing power at the BSs, but also of the signaling necessary to inform the BSs of the codebooks selected by the MSs of interest (see below). Thus, this is the informed BSs situation mentioned above.

As an initial remark on the advantages of informed BSs, we note that local decoding at the BSs is expected to be beneficial when inter-cell interference is small and/or when the backhaul capacity $C$ is small. In fact, if inter-cell interference is small, decoding can take place at a BS without hindrance from other cells’ signals and, furthermore, no performance gains can be accrued by leveraging the signals received by other cells via MCP. Instead, if $C$ is sufficiently small, as discussed above, it becomes imperative to use the backhaul more efficiently than with oblivious BSs. The analysis below quantifies these considerations.

To assess the benefits of informed BSs, we focus on Gaussian models and we evaluate the performance of a simple scheme that leverages decoding at the BSs. Analysis of the corresponding performance for fading models can be found in [86]. We will limit the analysis to one user per cell, $K = 1$, or equivalently to intra-cell TDMA. Analysis of a more sophisticated scheme is given in Section 5.1.4

According to the scheme considered here, each user splits its information bits (message) into two parts. It then transmits the sum of two signals, one encoding the first part of the message with power $\beta P$ and the other encoding the second part with the remaining power $(1 - \beta)P$, with $0 \leq \beta \leq 1$. The first part of the message is intended to be decoded at the CP, while the latter is decoded by the same-cell BS. The idea is that the BS decodes part of the message of the same-cell MS and sends the decoded bits directly to the CP. The decoded signal can then be cancelled from the received signal, which is finally compressed as was done in the oblivious strategy presented above. We will refer to the messages to be decoded by the BS as “local” messages.

We denote the rate of the local message in each cell as $R_d(\beta)$, where we emphasize the dependence on the power split factor $\beta$. To evaluate
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this rate, we assume that the BS either tries to decode the local message of the same-cell MS by treating all other signals as noise, or instead attempts joint decoding of all the local messages of the MSs, whose signal it receives. Specifically, in the latter case, for the Wyner model with $L = 1$, joint decoding of the signal of the same-cell MS and of the MSs in the two adjacent cells is performed, while for the soft-handoff model with $L = 1$ the MS of only one adjacent cell is received and decoded. By selecting the best decoder given the channel conditions, using well-known results on multiple access channels (see, e.g., [17]), we obtain, for the Wyner model [95]

$$\tilde{R}_d(\beta) = \max \left\{ \log_2 \left( 1 + \frac{(1 - \beta)P}{1 + (\beta + 2\alpha^2)P} \right), \min \left\{ \frac{1}{2} \log_2 \left( 1 + \frac{(1 - \beta)2\alpha^2P}{1 + \beta(1 + 2\alpha^2)P} \right), \frac{1}{3} \log_2 \left( 1 + \frac{(1 + 2\alpha^2)(1 - \beta)P}{1 + \beta(1 + 2\alpha^2)P} \right) \right\} \right\}, \quad (5.14)$$

and for the soft-handoff model

$$\tilde{R}_d(\beta) = \max \left\{ \log_2 \left( 1 + \frac{(1 - \beta)P}{1 + (\beta + \alpha^2)P} \right), \frac{1}{2} \log_2 \left( 1 + \frac{(1 - \beta)(1 + \alpha^2)P}{1 + \beta(1 + \alpha^2)P} \right) \right\}. \quad (5.15)$$

The actual local message rate is

$$R_d(\beta) = \min\{\tilde{R}_d(\beta), C\}, \quad (5.16)$$

since the decoded message must be sent to the CP over the backhaul, and thus enough capacity on the latter must be available.

Having decoded and cancelled the local message of the same-cell MS, each BS, as explained above, compresses the received signal as for the oblivious scheme. This leads to the following achievable per-cell rate:

$$R_{inf}(P,C) = \max_{0 \leq \beta \leq 1} \{ F(\beta P, r^*) + R_d(\beta) \}, \quad (5.17)$$
where \( F(\beta P, r^*) \) is defined in Equation (5.4) and evaluates as Equations (5.6) and (5.7) for the Gaussian Wyner and soft-handoff models with \( L = 1 \), respectively. Moreover, the rate \( r^* \) is the solution of the equation

\[
F(\beta P, r^*) = C - R_d(\beta) - r^*. \tag{5.18}
\]

The rate (Equation (5.17)) can be interpreted in light of the rate splitting strategy at hand: the overall per-cell rate is the sum of the rate \( R_d(\beta) \) of the local message and the rate \( F(\beta P, r^*) \) of the message to be decoded at the CP using the oblivious strategy. As for the latter, note that the amount of backhaul capacity left after transmission of the local message is \( C - R_d(\beta) \), so that the condition (Equation (5.3)) is modified as in Equation (5.18). Moreover, the rate (Equation (5.17)) can be optimized with respect to the power split factor \( \beta \). In this regard, if no inter-cell interference is present \( (\alpha = 0) \), it is easy to see that the power allocation \( \beta = 0 \) maximizes Equation (5.17), so that only local messages are transmitted. In fact, in the absence of interference, there is nothing to be gained by allowing centralized decoding at the CP and a multihop decode-and-forward scheme is to be preferred. Indeed, via comparison with the cut-set bound (Equation (5.1)), it can be seen that with \( \alpha = 0 \), the considered scheme with \( \beta = 0 \) is optimal. It is expected that increasing \( \beta \) becomes more and more advantageous as \( \alpha \) increases, due to the potential advantages of MCP when the inter-cell channel gains are large enough (see Figure 3.2).

We finally remark that it turns out that the rate \( R_{inf}(P, C) \) can be sometimes improved by a time-sharing technique, in which a fraction of time is devoted to transmitting only local messages \( (\beta = 0) \), while for the rest of time the oblivious strategy \( (\beta = 1) \) is used. In the following, further analysis of this time-sharing technique with optimized time-sharing fraction is provided in extreme-SNR regimes.

### 5.1.3.1 Low-SNR Analysis

Reference [86] shows that the low-SNR characterization of the time-sharing based scheme discussed above (which uses local decoding and
oblivious operation in different time-slots) is as follows:

$$
\frac{E_b}{N_0_{\text{min}}} = \lambda_o \left( \frac{E_b^{d}_{\text{min}}}{N_0_{\text{min}}} \right)^{-1} + (1 - \lambda_o) \left( \frac{E_b^{\text{obl}_{\text{min}}}}{N_0_{\text{min}}} \right)^{-1}
$$

and

$$
S_0 = \lambda_o \left( S_0^{d} \right)^{-1} \left( \frac{E_b^{d}_{\text{min}}}{N_0_{\text{min}}} \right)^{-2} + (1 - \lambda_o) \left( S_0^{\text{obl}} \right)^{-1} \left( \frac{E_b^{\text{obl}_{\text{min}}}}{N_0_{\text{min}}} \right)^{-2},
$$

(5.19)

with optimized time-fraction

$$
\lambda_o = 1 - \frac{C}{r^*}
$$

(5.20)

and $r^* = \max\{C, \bar{r}\}$, where $\bar{r}$ is the unique solution of

$$
2^{-\bar{r}}(1 + \bar{r}\log 2) = \frac{2\alpha^2}{1 + 4\alpha^2},
$$

(5.21)

for the Gaussian Wyner model and

$$
2^{-\bar{r}}(1 + \bar{r}\log 2) = \frac{\alpha^2}{1 + \alpha^2},
$$

(5.22)

for the Gaussian soft-handoff model. In Equation (5.19) the superscript $(\cdot)^{\text{obl}}$ indicates the low-SNR parameters of the oblivious scheme obtained in Section 5.5, where $r^*$ as defined above is written in place of $C$, and the notation $(\cdot)^{d}$ indicates the low-SNR parameters of the local decoding rate $R_d(\beta)$ (Equation (5.16)). These can be easily calculated as

$$
\frac{E_b^{d}_{\text{min}}}{N_0_{\text{min}}} = \log 2; \quad S_0^{d} = \frac{2}{1 + 4\alpha^2},
$$

(5.23)

for the Wyner model and

$$
\frac{E_b^{d}_{\text{min}}}{N_0_{\text{min}}} = \log 2; \quad S_0^{d} = \frac{2}{1 + 2\alpha^2},
$$

(5.24)

for the soft-handoff model.

Equation (5.19) relates the low-SNR parameters of the time-sharing scheme at hand with those of the two strategies upon which it is based, namely transmitting only local messages ($\beta = 0$) and the oblivious
strategy ($\beta = 1$). The parameter $\lambda_o$ in Equation (5.20) represents the optimized fraction of time that is devoted to transmitting local messages. From Equation (5.20), it can be thus seen that, as the backhaul capacity $C$ increases, it becomes more advantageous to employ the oblivious scheme for a larger fraction of time. In particular, allocating resources (time) to transmitting local message is beneficial in the low-SNR regime only when $C$ is below a certain threshold $\tilde{r}$ calculated from Equation (5.21) or Equation (5.22). The parameter $\tilde{r}$ can be seen to be a decreasing function of the intra-cell interference factor $\alpha$, which implies that the range of values of $C$ for which local decoding is advantageous decreases for increasing $\alpha$. This quantifies the initial observations made above about the expected gains of informed BSs. As an example, when there is no inter-cell interference ($\alpha = 0$) then $\tilde{r} = \infty$ and local decoding is optimal for any $C$. In contrast, for $\alpha = 0.2$ numerical calculation reveals that $\tilde{r} \approx 2.15$. Hence, deploying informed BSs is beneficial when $C \ll 2.15$.

5.1.3.2 High-SNR Analysis

As seen above for $\alpha = 0$, using only local decoding is optimal. We thus focus on the case $\alpha > 0$. In this setting, it is easy to see that, as the SNR $P$ and the capacity $C$ grow large, it becomes less and less beneficial to transmit local messages. In fact, using only local decoding, the multiplexing gain would be limited to $1/3$ for the Wyner model and $1/2$ for the soft-handoff model, even for an unlimited-capacity backhaul (see, e.g., [119]). Instead, as seen in Section 5.1.2.2, oblivious BSs can achieve the interference-free multiplexing gain of one if $C$ scales sufficiently fast with $P$.

We finally note that the qualitative conclusions given in this section on the performance of informed BSs carry over, with minor modifications, also to fading channels, as it is discussed in [86].

5.1.4 Informed Base Stations with Structured Coding

The potential performance gains of informed BSs were studied above based on the analysis of a simple transmission scheme, whereby each BS decodes parts of the signals transmitted by the MSs in their radio
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range. In [79], instead, it is proposed that the BSs, rather than decoding the individual messages (or parts thereof) of the MSs, decode a function of such messages or, more precisely, of the corresponding transmitted codewords. The key idea that enables this operation is the use of a special class of codebooks that have the property that a sum of codewords is another codeword in the same codebook. This implies that decoding a single codeword from the codebook is as easy, or as difficult, as decoding a sum of two codewords. A class of codes that have this property is given by nested lattice codes. An introduction to nested lattice codes can be found in [145] and references therein.

To elaborate, each MS employs the same nested lattice code and the signal received at any \( m \)-th BS can be written for the Wyner Gaussian model from Equation (2.1) as
\[
y_m = \sum_{k=-L}^L \alpha_k x_{m-k} + z_m.
\]
Recalling that a lattice code is a discrete group, the (modulo\(^2\)) sum of the lattice codeword \( x_{m-k} \), weighted by integer coefficients, is still a codeword in the same lattice code and can thus be decoded by the \( m \)-th BS. The problem is that the channel coefficients \( \alpha_k \) are generally not integers. The \( m \)-th BS can, however, decode an arbitrary linear combination
\[
\sum_{k=-L}^L b_k x_{m-k}
\]
with \( b_k \in \mathbb{Z} \) (and by symmetry \( b_k = b_{-k} \)) and \( b_0 \neq 0 \) and treat the remaining part of the signal as Gaussian noise. The index of the decoded codeword can then be sent to the CP, which decodes based on all received linear combinations. This leads to the achievable rate [79]\(^3\)

\[
R_{LAT}(P,C) = \min \left\{ C, \max_{(b_0,\ldots,b_L) \in \mathcal{B}} - \log_2 \left( b_0^2 + 2 \sum_{k=1}^L b_k^2 + \frac{P(b_0 + 2 \sum_{k=1}^L \alpha_k b_k)^2}{1 + P(1 + 2 \sum_{k=1}^L \alpha_k^2)} \right) \right\},
\]

where \( \mathcal{B} = \{(b_0,\ldots,b_L) \in \mathbb{Z} : b_0 \neq 0 \text{ and } b_0^2 + 2 \sum_{k=1}^L b_k^2 \leq 1 + P(1 + 2 \sum_{k=1}^L \alpha_k^2) \} \).

A low-complexity implementation of the scheme outlined above, which is often referred to as “compute-and-forward” is proposed in [36].

\(^2\)The modulo operation is taken with respect to the coarse lattice forming the nested lattice code.

\(^3\) [79] considers the special case \( L = 1 \).
Reference [79] also proves that the rate (Equation (5.25)) can be improved upon by superimposing additional “private” messages to be decoded at the local BS to the lattice codewords. This modifies the interference pattern so that the sharp performance degradations observed for some values of the inter-cell channel gains (see Figure 5.2) are mitigated.

5.1.5 Numerical Results

We now provide some numerical examples that corroborate the results in this section pertaining to the effect of a limited-capacity backhaul. Consider a Gaussian Wyner model with $L = 1$, $K = 1$ user per cell and $P = 10$ dB. In Figure 5.1, the per-cell sum-rate is shown versus the inter-cell gain $\alpha$ for the case of unlimited-capacity backhaul, oblivious BSs and informed BSs with $C = 6$ (bits/s/Hz). It can be seen that the limitation on the capacity of the backhaul leads to a fairly small loss of per-cell sum-rate even for values of backhaul capacity that are less than double the rate transmitted per cell. Moreover, as expected from

![Graph showing per-cell sum-rates versus the inter-cell gain $\alpha$ for unlimited-capacity backhaul, oblivious BSs and informed BS for a Gaussian Wyner model with $L = 1$, $K = 1$ user per cell, $C = 6$ (bits/s/Hz) and $P = 10$ dB.](image-url)
the analysis, deploying informed BSs leads to a performance gain for sufficiently small inter-cell interference $\alpha$.

For the same channel with $P = 15 \text{ dB}$ and $C = 3.5 \text{ (bits/s/Hz)}$, we then add comparison with the lattice-based scheme mentioned above in Figure 5.2. It can be seen that the lattice-based scheme, and its enhancement (with “private” messages), outperforms the oblivious scheme for sufficiently low or high inter-cell interference $\alpha$. The figure also shows the performance of a scheme with informed BSs where only local messages are transmitted (“Only local dec” in the figure), demonstrating the poor performance of local decoding for large inter-cell interference.

### 5.2 Local Backhaul between Adjacent BSs

In this section, we study the performance of MCP as afforded by the presence of local backhaul links between BSs (Figure 2.4(b)). Where not
stated otherwise, we focus on a Gaussian soft-handoff model with $L = 1$ and a large number of cells ($M \to \infty$). As will be discussed below, the soft-handoff model enables us to isolate key ideas and techniques, and to highlight the main conceptual differences with the scenario studied above of MCP via global (though possibly limited-capacity) connections to a CP. We also consider $K = 1$ or equivalently intra-cell TDMA.

Assume that each BS, say the $m$-th, is connected via backhaul links to the $(m+1)$-th BS, as shown in Figure 5.3. Each backhaul link has capacity $C$ (bits/s/Hz). Thanks to the backhaul links, each $m$-th BS can decode based not only on the locally received signal $y_m$ but also on the information received on the backhaul from the BSs on the left. We will later consider briefly also the case in which the backhaul link between two adjacent BSs can also be used for communication from the $(m+1)$-th BS to the $m$-th one.

The reason for emphasizing the backhaul connections toward the right has to do with the following fact. The $m$-th BS receives (with unitary gain) the signal of the MS that affects the $(m+1)$-th BS. Therefore, thanks to the backhaul links with the given rightward direction, information about the interference can be communicated. Instead, a backhaul link in the opposite direction could only provide additional information about the signal, but not the interference. Therefore, a backhaul structure such as in Figure 5.3 has the potential to mitigate the interference and thus to overcome the limitations of SCP at high SNR, while a backhaul link in the opposite direction cannot be as effective in combating interference. Clearly, in a more realistic scenario, or even in the Wyner model, each BS measures a signal correlated with both the useful signal and the interference of the BSs to which it is

Fig. 5.3 A soft-handoff model with $L = 1$, $K = 1$, and local backhaul links to adjacent BSs.
connected. The soft-handoff model thus enables the aspect of interference management via local backhaul connections to be isolated.

Following the discussion above about the role of codebook information, we will consider both the scenario in which each BS is aware only of the local (same-cell) codebooks and that in which BSs can also exploit the knowledge of the codebooks used in adjacent (interfering) cells. Note that a fully oblivious cell as considered in the previous section does not apply to the scenario of interest here since decoding must be performed at the BS level. We will show below that, unlike the backhaul setting of the previous section, here major gains (even in terms of multiplexing gain) can be harnessed with enhanced codebook information. This points to the fact that the cost for signaling codebook information in the presence of a local backhaul topology is more likely to be worthwhile from a system design viewpoint than in the presence of global backhaul connectivity to a CP.

5.2.1 Performance Bounds and High-SNR Analysis

In this section, we discuss bounds on the per-cell rate achievable for the setting of Figure 5.3. Moreover, to emphasize the capability of different strategies to mitigate interference, we will also focus on the high-SNR regime and address performance in terms of multiplexing gain.

5.2.1.1 Upper Bound

A first observation made in [108] is that, irrespective of the codebook information available at the BSs, the per-cell rate can be upper bounded as

\[ R(P,C) \leq \min\{R_{MCP}(P), R_U(P,C)\}, \]

(5.26)

where \( R_{MCP}(P) \) is in Equation (3.15) and

\[ R_U(P,C) = \frac{1}{2} \left[ \log_2(1 + P) + \log_2 \left( 1 + \frac{P}{1 + \alpha^2 P} \right) \right] + C. \]

(5.27)

As shown in [108], the latter upper bound is obtained by noticing that the backhaul cannot increase the sum-rate by more than \( C \) (bits/s/Hz), and that the sum-rate with \( C = 0 \) is upper bounded by
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the sum-capacity of a $Z$-interference channel (which is obtained in [87] and given by $\log_2(1 + P) + \log_2\left(1 + \frac{P}{1 + \alpha^2 P}\right)$).

Similar to what was observed above for the setting of global backhaul connectivity, we note from Equation (5.26) that the multiplexing gain with fixed backhaul capacity $C$ is limited to $1/2$, and is achieved by SCP with spatial reuse $F = 2$. Instead, if we let the backhaul capacity scale with $P$ as $\beta \log P$ with $0 \leq \beta \leq 1$, then, from Equation (5.26), we see that the multiplexing gain is limited by $\min\{1, 1/2 + \beta\}$. According to this bound, a scaling of $\frac{1}{2} \log P$ is thus potentially sufficient to achieve unitary multiplexing gain. This contrasts with global backhaul connectivity, where, it was shown above, it is necessary and sufficient for $C$ to scale as $\log P$ to achieve such a result, and thus perfect interference mitigation in the high-SNR regime. We will discuss below to what extent the gains promised by Equation (5.27) are achievable.

5.2.1.2 Local Codebook Information

Consider now the per-cell achievable rate in the case in which each BS knows only the codebook employed by the same-cell MS. Following [108], we consider the following strategy based on successive decoding. Namely, starting with the first ($m = 1$) BS and ending with the last ($m = M$) BS (recall Figure 5.3), we operate as follows. Once the $m$-th BS has decoded its local message, it can compress the decoded codeword via a rate-$C$ quantization codebook and send the corresponding index over the backhaul link to the $(m + 1)$-th BS. The latter then proceeds to decode its local message based on the received signal and the quantized codeword received over the backhaul link. The procedure repeats similarly for all the BSs. We refer to this scheme as Codeword Compression (CC). The rationale, as explained above, is that the compressed codeword provides information about the interference signal for the recipient BS. It is proved in [108] that this scheme achieves the per-cell sum-rate

$$R_{CC}(P, C) = \log_2 \left(1 + \frac{P}{1 + \alpha^2 P \left(1 - \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \alpha^2 P}}}}}ight)}\right).$$

(5.28)
To obtain further insight into the interference mitigation capabilities of this scheme, we analyze its multiplexing gain. We note that CC leads to interference-limited performance (if not coupled with spatial reuse [108]), unless we let $C \to \infty$. In fact, with $C \to \infty$, perfect interference cancellation is possible, and $R_{CC} \to \log_2(1 + P)$; therefore, in the regime $C \to \infty$, the CC scheme is not interference-limited and achieves a multiplexing gain of one.

We now remark that the CC scheme has the drawback of requiring a large delay for BSs with large indices due to the successive decoding procedure. It is therefore of interest to consider the performance of a scheme that has instead zero delay. This is accomplished by having each $m$-th BS compress and forward the received signal (instead of the decoded codeword). In this case, the backhaul quantization codebook is then used for the purpose of compressing the received signal. We refer to this transmission strategy as Signal Compression (SC). It was shown in [108] that the following rate is achievable with SC:

$$R_{SC}(P,C) = \log_2 \left( 1 + \frac{P}{1 + \alpha^2 P \left( 1 - \frac{1}{1 + \alpha^2 (1 + \sigma^2)/P} \right)} \right),$$  \hspace{1cm} (5.29)

with

$$\sigma^2 = \frac{P(1 + \alpha^2) + 1 - \alpha^2 P^2 (1 + P(1 + \alpha^2))}{2^{C - 1}}. \hspace{1cm} (5.30)$$

This result emphasizes the importance of successive decoding for proper interference mitigation. In fact, by taking $C \to \infty$, we see that, unlike CC, the SC scheme is interference-limited. We recall that this is because the interference from other cells cannot be decoded and cancelled due to the presence of only local codebook information.

### 5.2.1.3 Enhanced Codebook Information

In this section, we investigate the performance advantage that can be accrued with enhanced codebook information at the BSs. Namely, we assume that the channel codebook employed by a given $m$-th MS is known not only at the local $m$-th BS but also at the $(m + 1)$-th. As will be discussed in the sequel, this further information allows: (i) to
perform joint decoding of the local message and of (possibly part of) the interfering message (of the \((m + 1)\)-th MS) at the \(m\)-th BS; and (ii) to adopt more sophisticated quantization strategies on the backhaul link that exploit the side information available at the receiving BS regarding the channel codebook [20].

We first investigate a successive decoding strategy that differs from the CC technique described above in that: (i) joint decoding of the messages of the \(m\)-th and \((m + 1)\)-th is carried out at each \(m\)-th BS; and (ii) instead of compressing the decoded codeword, any \(m\)-th BS bins (compresses) directly the decided message, exploiting the fact that the channel codebook is known at the \((m + 1)\)-th BS [20]. To elaborate, assume at first that \(R > C\). The \((m - 1)\)-th BS decodes the local message and sends the index of the bin in which the message falls to the \(m\)-th BS. The \(m\)-th BS then jointly decodes as explained above based on the received signal and the bin index received over the backhaul link. If \(R \leq C\), then the entire message \(W_{m-1}\) can be sent over the backhaul link and the interference-free rate \(R = \log(1 + P)\) is achievable. More generally, we obtain the achievable per-cell rate

\[
R_{DC}(P, C) = \min \left\{ \log_2(1 + P), \log_2 \left( 1 + \alpha^2 P \right) + C, \frac{1}{2} \log_2 \left( 1 + (1 + \alpha^2) P \right) + \frac{C}{2} \right\},
\]

where we refer to the scheme at hand as Decision Compression (DC).

Due to the joint decoding carried out at each BS, the DC scheme is noninterference-limited for any fixed value of \(C\), even without employing spatial reuse \(F = 2\). This is unlike the approaches discussed above, in which joint decoding was ruled out by the absence of information about the interfering MS’s codebook. Moreover, assume now that the backhaul capacity scales with \(P\) as \(\beta \log P\) with \(0 < \beta \leq 1\). It is then easy to see from Equation (5.31) that the multiplexing gain of DC becomes \((\beta + 1)/2\), which is generally less than the upper bound \(\min \{1, 1/2 + \beta\}\) derived above, but it achieves the maximum multiplexing gain of unity as long as the capacity \(C\) scales as \(\log P (\beta = 1)\). It is currently not known whether the multiplexing gain of \(\min \{1, 1/2 + \beta\}\) is achievable for any \(0 < \beta \leq 1\). Finally, we remark that, with DC, for any fixed \(P\), the interference-free performance \(\log(1 + P)\) is achieved
from (5.31) if

\[ C \geq \max\{\log_2((1 + P)/(1 + \alpha^2 P)), \ \log_2((1 + P)^2/(1 + (1 + \alpha^2) P))\} \]

\[ = \log_2((1 + P)^2/(1 + (1 + \alpha^2) P)). \]  

(5.32)

Notice that this contrasts with the CC scheme where it was necessary to take \( C \to \infty \) to achieve rate \( \log(1 + P) \).

We finally remark that reference [108] also considers the case in which the backhaul links can be used in both directions and obtains transmission strategies that generalize the ones presented above.

### 5.2.1.4 Numerical Results

Here, we further corroborate the results discussed above via numerical results. Figure 5.4 shows the derived achievable rates versus the SNR \( P \) for \( \alpha^2 = 0.6 \) and \( C = 3 \). The interference-limited behavior of the schemes based on local codebook information, namely CC and SC, is apparent, unlike DC. Moreover, the performance gain of CC over SC measures the advantages of allowing for some decoding delay.

![Per-cell achievable rates versus the SNR P for a system with local backhaul connections (\( \alpha^2 = 0.6 \) and \( C = 3 \) bits/s/Hz).](image_url)
5.3 Clustered Cooperation

We finally consider the clustered decoding scenario of Figure 2.4. In this scenario, clusters of BSs are connected to a different CP that is tasked with decoding the signals of a specified subset of MSs. Clusters of BSs can be overlapping or not, and no communication is possible between different CPs. Each CP must thus decode the assigned users based only on the signals received on the backhaul links from the BSs.

An example of clustered decoding is shown in Figure 5.6 for a Gaussian soft-handoff model with $L = 1$ and $K = 1$. In the example,
clusters contain two cells with an overlap of one BS and each CP decodes a single MS. In particular, as shown in the figure, the first CP ("Receiver 1" in the figure) is connected to the BSs in the first and second cells and is tasked with decoding the MS in the first cell, the second CP is connected to the second and third cell and decodes the second MS, and so on. This particular clustering choice enables each CP to “see” the signal of the MS of interest as it is received from two BSs (plus inter-cell interference as noise). We refer to the previous section for further discussion on this point. Note that this scenario is in fact somewhat related to the setting of local backhaul studied above, since each CP has access to information from the BS in the same cell of the MS to be decoded and from the one on its right. The main difference is that, unlike the local backhaul case the CP cannot collect received signal information from BSs other than the ones to which it is directly connected. Recall that we assume unlimited-capacity backhaul links in this section.

In Section 5.3.2 we consider a more general setting, in which the CP tasked with decoding the $m$-th MS has access to the signal received, not only by the $m$-th BS, but also by $j_r$ BSs on the right and $j_l$ BSs on the left.

### 5.3.1 Performance Bounds and High-SNR Analysis

We first discuss a lower bound on the achievable per-cell rate for the scenario in Figure 5.6 that was derived in [59]. This is obtained by adapting transmission strategies similar to the standard techniques proposed in [32] for transmission over interference channels. Specifically, as done
with informed BSs, each $m$-th transmitter (MS) splits its information bits into two independent parts, which are then encoded over independent codebooks and transmitted by superposition. The idea is that one part, referred to as “private”, is to be decoded only by the $m$-th receiver (i.e., the BS in the same cell), while the other part, referred to as “public” is to be decoded by BSs $m-1$, $m$, and $m+1$. Note that BS $m-1$ does not “see” the $m$-th MS directly but only through the signal obtained via the backhaul by the $m$-th BS. The private message is sent with power $\beta P$, while the common message is transmitted with the remaining power $(1-\beta)P$ for a power split parameter $0 \leq \beta \leq 1$. Expression of the corresponding achievable rate can be found in \cite{59}.

Reference \cite{59} also obtains the following upper bound on the achievable rates with clustered decoding by adapting the analysis in \cite{47, Theorem 2} and \cite{97}:

$$R(P) \leq \frac{1}{3} \log_2 \left[ (1 + (1 + \alpha + \alpha^2)P) \cdot \frac{(1 + (1 - \alpha + \alpha^2)P)(1 + (1 + \alpha^2)P^2)}{(1 + P)(1 + \alpha^2 P)} \right]. \quad (5.33)$$

Figure 5.7 shows the performance obtained with clustered cooperation in terms of the scheme discussed above (labeled with “lower” in the figure) and of the upper bound (Equation (5.33)). For reference, the per-cell sum-rate (Equation (3.15)) attained with ideal MCP is also shown, along with the per-cell sum-rate achievable with local backhaul connections via the DC scheme. We set $\alpha^2 = 0.6$. Recall that the DC scheme only requires knowledge of the codebook used by one adjacent BS, whereas the decoder for each cluster here needs to have access to the codebook of an additional BS. The figure shows that the local backhaul architecture is potentially advantageous as long as the capacity $C$ is large enough. In fact, as explained in the previous section, by leveraging local backhaul connections, one can propagate information from remote BSs, which can be beneficial for interference management.

### 5.3.2 High-SNR Analysis

Some further insight can be obtained by studying the high-SNR regime. In this regard, a simple observation is that the multiplexing gain should
be at least $2/3$. Indeed, it is enough to shut off one MS out of every three at any time. This way, the two BSs neighboring the silent MS are able to receive at least one signal free of interference. Since two out of three MSs can transmit without any interference, a multiplexing gain of $2/3$ is attained with this simple scheduling scheme. The upper bound (Equation (5.33)) shows that this is also the maximum multiplexing gain, proving the high-SNR optimality of the scheduling strategy mentioned above in terms of multiplexing gain.

We now turn to the more general model in which each CP is connected with $j_\ell$ BSs on the left and $j_r$ BSs on the right. Reference [58] obtains the maximum multiplexing gain of this setting as

$$S_\infty = \frac{j_\ell + j_r + 1}{j_\ell + j_r + 2}. \quad (5.34)$$

Note that this result recovers the conclusion of the discussion above for $j_r = 1$ and $j_\ell = 0$. The result (Equation (5.34)) shows that with local backhaul connections the multiplexing gain is always less than one, but it is larger than $1/2$ as achievable with SCP and spatial reuse $F = 2$ (see Section 3.1.1.1). Moreover, this shows that (for the soft-handoff
model), left or right side information has the same impact on the multiplexing gain. Finally, multiplexing gain (Equation (5.34)) is shown to be achieved by successive interference cancellation at the BSs, where BSs exchange information about the decoded signals, similar to the CC technique discussed above. Therefore, this scheme requires knowledge of the codebooks used in adjacent cells by the BSs.

5.4 Summary

In this section, we have analyzed the impact of the backhaul architecture and of limitations on the available backhaul capacity on the performance of MCP for the uplink. We have first considered global, but finite-capacity, backhaul connectivity to a CP. In this case, it was shown that the approach of deploying oblivious BSs, which merely act by compressing the received signal, has the potential to achieve a large fraction of the gains promised by MCP with reasonable backhaul capacities, namely of the order of the operating per-cell sum-rate. In particular, the analysis has shown that the performance loss of oblivious BSs with respect to ideal MCP can be quantified by an SNR degradation that vanishes exponentially with the backhaul capacity $C$. It was also pointed out that performance can be further improved by leveraging some knowledge of the MSs’ codebooks, especially through structured coding strategies.

We have then considered different types of backhaul architectures in which the BSs are either connected to one another, or are connected to a CP that serves only a cluster of cells. In both cases, unlike the backhaul architecture considered above, the critical role of codebook information at the BSs, or at the cluster CP, was pointed out, especially in the high-SNR regime. Moreover, it was found that, if the backhaul capacity is sufficiently large, the capability of BSs to propagate interference information through inter-BSs backhaul links makes it possible to achieve rates, especially in the high-SNR regime, that cannot be attained by clustered decoding.
In this section, we turn to the downlink and address the performance of MCP in the presence of limitations in the backhaul links. As in the previous section, we will consider first limited-capacity backhaul to a CP, then finite-capacity links between adjacent BSs and finally clustered cooperation (see Section 2.3). We focus on Gaussian models, leaving the impact of fading to future work.

### 6.1 Finite-Capacity Backhaul to a Central Processor

Let us start by considering the setting in Figure 2.4(a). Here, the CP, which has the available information messages intended for the MSs in all cells, is connected to each BS via a backhaul link with capacity $C$ (bits/s/Hz). We focus on the soft-handoff model with $L = 1$. The per-cell sum-rate capacity $R_{MCP}(P)$ for the ideal case of unlimited $C$ was discussed in Section 3.2.2 and is given by Equation (3.15), as obtained via duality arguments (see Appendix B). It is recalled that the capacity is achieved by means of DPC (see Appendix A). With an arbitrary value for $C$, considerations similar to the uplink show that the per-cell
sum-rate is limited, as for the uplink, by

\[ R(P,C) \leq R_{UB}(P,C) = \min\{C, R_{MCP}(P)\}. \]

(6.1)

Therefore, the same arguments as used in Section 5.1 apply, demonstrating that the optimal multiplexing gain of one can be achieved only if \( C \) scales as \( \log P \).

We now study how close one can get to the upper bound (Equation (6.1)). As for the uplink, we do this by considering separately two types of MCP strategies. In the first, the BSs are assumed to have no encoding capabilities. This enables implementation with “light” BSs, that only need to have a radio transceiver and minimal baseband processing. The BSs are also not required to be informed about the codebooks used by the CP to communicate with the MSs. Following the nomenclature in the previous section, we refer to this scenario as that with oblivious BSs. We then investigate the performance with BSs that have some encoding capabilities. Again, we refer to this scenario as that with informed BSs, since in this case the BSs must be aware of the codebooks employed in other cells.

### 6.1.1 Oblivious Base Stations

We start by considering the rate achievable with oblivious BSs. For this scenario, reference [107] proposes the following scheme, assuming intra-cell TDMA (\( K = 1 \)). The CP performs encoding using DPC as if the backhaul were of unlimited capacity (see Section 3.2.2). This operation produces one codeword per BS. To convey such codewords to the BSs over the finite-capacity backhaul links, each is quantized to \( C \) (bits/s/Hz). The index of the compressed codeword is then sent to the corresponding BS. Each BS simply forwards the received compressed codeword, after appropriate scaling so as to satisfy the power constraint. In designing DPC at the CP, the CP accounts for the fact that the BSs forward inevitably also quantization noise, which leads to an SNR loss. The following per-cell rate is proved to be achievable:

\[ R_{obl}(P,C) = \log_2 \left( \frac{1+(1+\alpha^2)\tilde{P}+\sqrt{1+2(1+\alpha^2)\tilde{P}+(1-\alpha^2)^2\tilde{P}^2}}{2} \right), \]

(6.2)
where

\[ \hat{P} = \frac{P}{1 + \frac{(1 + \alpha^2)P}{2C - 1}} + 1. \]  

(6.3)

Comparing the per-cell rate Equation (6.2) with Equation (3.15), which is the maximum achievable with unlimited backhaul links, reveals that the performance loss due to a finite $C$ translates into an SNR degradation of a factor $\frac{1 + (1 + \alpha^2)P}{2C - 1} + 1$. Note that for $C \to \infty$, this SNR loss vanishes, and the rate (Equation (6.2)) reduces to Equation (3.15). Recall that similar conclusions were obtained also for the uplink in Section 5.1.2. The parallel between the two situations is further discussed below by focusing on the extreme-SNR analysis.

Similar to the uplink, a coding strategy based on structured codes can also be devised, as proposed in [37].

### 6.1.1.1 Extreme-SNR Analysis

Let us start with the high-SNR regime. Substituting $C = \beta \log_2 P$ in Equation (6.2), it can be seen that the multiplexing gain with this choice is given by $\min(r, 1)$, so that the optimal multiplexing gain of 1 can be achieved by having $C$ scale as $\log_2 P$, which is optimal according to our discussion about the upper bound.

In the low-SNR regime, characterization of the performance is given by Equations (5.8) and (5.9), exactly as for the uplink. This result confirms the parallels between the considered schemes for uplink and downlink. It is recalled that Equation (5.8) implies that the SNR loss with respect to the ideal performance with unlimited backhaul in the low-SNR regime is given by $1/(1 - 2^{-C})$.

### 6.1.2 Informed Base Stations

In the previous section, it was shown that, as for the uplink, oblivious BSs are able to achieve capacity if the backhaul capacity $C$ is large enough. However, if a more efficient use of the backhaul is necessary, deploying informed BSs becomes mandatory. Moreover, if the inter-cell interference $\alpha$ is small, the SNR loss due to the oblivious BS implementation overcomes the gains that are possible with MCP,
and thus informed BSs become especially beneficial. In this section, we study these issues by studying the performance of a scheme proposed in [107].

We observed that design of a transmission scheme with informed BSs is less straightforward than for the uplink. In fact, for the downlink adapting the encoding strategy at a given BS based on the encoding operations (codebooks) of another has a chain effect on all other BSs whose operation depends on the codebook of the BS at hand. This issue is further explored in [107], where a number of additional techniques are proposed and evaluated. Here we bypass this issue by considering only information about the codebook intended for the same-cell BS. We will see that the simple technique considered here addresses, at least partly, the issues mentioned above.

The idea is the following. Consider a soft-handoff model with $L=1$. If a BS knew the signal transmitted by the BS that interferes with the MS in the same cell, it could use DPC and cancel such interference (see Appendix B). In the considered scheme, the CP thus sends to each BS a quantized version of the codeword of the interfering BS along with the message intended for the same-cell BS. Note that the CP can precalculate all the codewords transmitted by all BSs. Each BS can then perform DPC over the quantized interfering signal. Reference [107] shows that the following per-cell rate is achievable:

$$R_{inf}(P, C) = \begin{cases} 
C & \text{if } C \leq \log_2 \left( 1 + \frac{P}{1 + \alpha^2 P} \right) \\ 
R'_{inf}(P, C) & \text{otherwise} 
\end{cases}$$ (6.4)

where

$$R'_{inf}(P, C) = \log_2 \left( 1 - \frac{2C}{\alpha^2 P} + \sqrt{1 + \frac{2^{C+1}}{\alpha^2} \left( 2 + \frac{1}{P} \right) + \frac{2^2 C}{\alpha^4 P^2} } \right) - 1$$ (6.5)

for $\alpha > 0$ and $\log_2(1 + P)$ for $\alpha = 0$.

A first observation is that if $C$ is large, this scheme achieves $\log_2(1 + P)$, thus fully mitigating interference, but failing to harness the array gains achievable with MCP. However, following the discussion above, if $C \leq \log_2(1 + P/(1 + \alpha^2 P))$ or $\alpha = 0$, then the scheme is optimal. In these cases, in fact, the upper bound (Equation (6.1))
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can be achieved simply by having the CP forward only local message information to the BS and each MS decodes by treating inter-cell interference (if present) as noise. However, the scaling law of $C$ required to achieve a multiplexing gain of one can be seen to be $2\log P$, which is double what is required by the oblivious strategy (see more on this in the next section).

6.1.3 Numerical Results

Figures 6.1 and 6.2 show the per-cell rates achievable by the oblivious implementation of MCP and by the simple strategy based on informed BSs, discussed above versus the backhaul capacity $C$ and the inter-cell gain $\alpha^2$, respectively, for $P = 10$ dB. Specifically, for $\alpha = 1$, Figure 6.1 suggests that, just as we concluded for the uplink, a backhaul capacity that is 2–3 times the per-cell transmission rate is enough to achieve performance close to the upper bound. Moreover, for this setting, the
6.2 Local Backhaul between Adjacent BSs

In this section, we study the performance of MCP as afforded by the presence of local backhaul links between adjacent BSs as shown in Figure 2.4(b). We focus on a Gaussian soft-handoff model with \( L = 1 \) and \( K = 1 \). Our main aim here, following the discussion above, is to illustrate some of the main differences between designing transmission strategies for the uplink and downlink in this scenario. In particular, we recall that in Section 5.2.1.3, a decoding strategy was devised for the counterpart uplink model (Figure 5.3) that, when backhaul

inter-cell factor \( \alpha \) is very large, so that MCP, even if implemented with oblivious BSs, outperforms the simple informed technique also for small backhaul capacity \( C \). Further insight into the comparison between oblivious and informed implementation can be gathered from Figure 6.2, which for \( C = 6 \) (bits/s/Hz), shows that for small inter-cell interference gains, an informed implementation is beneficial.

Fig. 6.2 Per-cell achievable rates for the downlink of a soft-handoff model with the oblivious and informed implementations of MCP versus the inter-cell gain \( \alpha^2 \) (\( L = 1, P = 10 \text{dB}, C = 6 \) (bits/s/Hz)).
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capacity scales with $P$ as $\log P$, achieves the maximum multiplexing gain of one. This uplink strategy is based on successive decoding and hinges on the availability at each $m$-th BS of the codebook used also in the $(m-1)$-th cell (which creates interference). We now discuss the performance of a related strategy based on successive encoding based on the proposal in [107].

A first observation is that in the model at hand, while interference from the $m$-th cell affects the $(m+1)$-th in the uplink, the opposite is true in the downlink, so that the signal of the $(m+1)$-th BS affects the $m$-th MS. Therefore, if the goal is to successively remove interference, encoding should be performed from the last cell ($m = M$) toward the first ($m = 1$), in the opposite order with respect to the successive decoding technique used in the uplink. A similar phenomenon is observed also in the context of uplink–downlink duality as explained in Appendix B. Therefore, we assume here that the backhaul links are operated from the $(m + 1)$-th to the $m$-th BS. Moreover, as discussed above, while in the uplink a change in the decoding strategy at one BS does not affect the others, a modification in the encoding function of one BS does affect the performance in other cells via interference. This complicates the design and has implications on the codebook information necessary at each BS.

To elaborate, consider the following scheme. The $M$-th BS, not suffering from any interference, transmits with a standard codebook to its MS. The $(M - 1)$-th BS receives the message sent by the $M$-th BS over the backhaul, and, based on the knowledge of the codebook of the $M$-th BS, can use DPC and obtain an interference-free rate. Now, in order for the $(M - 2)$-th BS to know the interference affecting its MS, both the message of BS $M - 1$ and BS $M$ must be received over the backhaul, and the corresponding codebooks must also be known. This is because the signal sent by the interfering $(M - 1)$-th BS depends also on the message of the $M$-th. In general, for DPC at the $m$-th BS to be successful, the messages of BSs $m + 1, \ldots, M$ must be received over the backhaul and the corresponding codebooks known. This should be contrasted with the successive decoding strategy of Section 5.2.1.3, in which it was sufficient to transmit only one message over the backhaul and to know only one additional codebook.
In order not to create a bottleneck on the backhaul link, we assume that the scheme described above can be implemented only in \( J \) successive cells. This way, each BS should only know the encoding functions, and receive the messages, of the \( J - 1 \) BSs preceding it according to the encoding order. As pointed out in [53], this can be implemented by “turning off” one out of every \((J + 1)\) BS and consider the clusters of \( J \) BSs in between silent BSs. The following rate can thereby be achieved:

\[
R(P, C) = \max_J \min \left\{ \frac{C}{J-1}, \left( \frac{J}{J+1} \right) \log_2(1 + P) \right\}.
\] (6.6)

Note that the rates in all cells can be made uniform by time sharing of different scheduling patterns [107]. Moreover, in Equation (6.6), the first term is due to the requirements for communication over the backhaul, while the second accounts for the fact that, at any given time, only \( J \) out of \( J + 1 \) cells are active.

We now address the requirements of this scheme in terms of backhaul in order to achieve the optimal multiplexing gain of one. It can be seen that, for any fixed cluster size \( J \), the maximum multiplexing gain is \( J/(J + 1) < 1 \), irrespective of the scaling of \( C \). In particular, achieving this rate scaling requires the backhaul capacity \( C \) to grow as \((J - 1)\log_2 P\). Therefore, a unitary multiplexing gain can only be approached at the cost of increasing the backhaul capacity much faster than required for the uplink of the same scenario.

The discussion above points to the inefficiency, at least in the regime of high SNR, of successive encoding based on “hard” information sent over the backhaul links. A related strategy based on transmission of “soft” information can hence be devised similar to the development in Section 6.1.2. In this strategy, each \( m \)-th BS sends to the \((m - 1)\)-th a compressed version of the transmitted codeword over the backhaul. This strategy, following [107], can be proved to achieve

\[
R(P, C) = \log_2 \left( 1 + \frac{P}{1 + \frac{\alpha P}{2P}} \right).
\] (6.7)

It can thus be seen that the optimal multiplexing gain of one is achieved with the scaling of \( \log P \), as for the uplink.
6.3 Clustered Cooperation

We finally consider the clustered decoding scenario of Figure 2.4 and focus again on the Gaussian soft-handoff model with \( L = 1 \) and \( K = 1 \). We assume, similar to Section 5.3, that each BS can encode based not only on the local message but also of the messages of \( j_ℓ \) cells on the left and \( j_r \) cells on the right. We concentrate on the high-SNR regime and ask whether the result (Equation (5.34)) obtained for the uplink still holds for the downlink. Given the differences between uplink and downlink highlighted above, this is not immediately clear.

References [52, 57] show that the multiplexing gain (Equation (5.34)), reported here for convenience,

\[
S_∞ = \frac{j_ℓ + j_r + 1}{j_ℓ + j_r + 2},
\]

(6.8)
is indeed achievable (and also optimal). This is shown by exploiting a technique that operates in a similar fashion as the one presented in the previous section. In particular, the idea is to silence some BSs, thereby splitting the network into noninterfering subnetworks which can be treated separately. In each subnetwork, some of the BSs use simple single-user encoding schemes and some of the transmitters use DPC. The multiplexing-gain per user in Equation (6.8) shows an equivalence between having message of BSs on the right or on the left.

6.4 Summary

In this section, we have studied the impact of backhaul architecture and of limitations on the backhaul capacity on the downlink by focusing on Gaussian channels. For Gaussian channels, Section 2 demonstrated that, thanks to duality, the maximum per-cell sum-rate achievable in the downlink is the same as that in the uplink. This section has lent evidence to the fact that the same fact holds to some extent also in the presence of limitations in the backhaul, although a full theoretical understanding on this point is still lacking. To elaborate, considering at first global, but finite-capacity, connectivity from BSs to the CP, we have seen that an oblivious deployment of BSs has a similar effect as in the uplink. It is, in fact, able to approximate the ideal performance with
an SNR loss that decays exponentially with the backhaul capacity $C$. With local backhaul connections between BSs, it was argued that, in order to perform interference mitigation as effective (in the high-SNR regime) as for the uplink, BSs should exchange soft information about the transmitted signals, rather than hard information about the transmitted messages. The latter approach was instead seen to provide excellent performance in the uplink in the previous section. This asymmetry is due to the fact that, in the downlink, the need to control interference via precoding ties the transmission strategies of all the BSs. Therefore, the interference experienced at an MS does not depend solely on the messages communicated to the MSs in the adjacent cells, but also on those of cells further apart, which are not directly interfering with the MS at hand. Instead, in the uplink, interference depends only on the message transmitted by the MSs in the adjacent cells (since the MSs do not cooperate). Finally, with clustered BS cooperation, an uplink–downlink duality was shown to hold in the high-SNR regime in terms of multiplexing gain.
In this section, we address the performance of cooperation in cellular networks in the presence of dedicated relay stations, following the uplink model discussed in Section 2.4.1 (see Figure 2.5). We consider the performance of two classes of strategies. The first, referred to as “nonregenerative” relaying, includes strategies in which the RSs do not decode the signal transmitted by the MSs, but instead forward “soft” information toward the BSs. In this class, we will consider techniques based on Amplify-and-Forward (AF) and Compress-and-Forward (CF) relaying techniques. The second class, referred to as “regenerative” relaying, is such that the RSs decode, at least partially, the signal received from the MSs before forwarding. This second class includes techniques based on Decode-and-Forward (DF) relaying. For an introduction to the protocols DF, AF, and CF, we refer the reader to [48].

Central to our discussion will be the interplay between the relaying technique and the implementation of SCP or MCP decoding. As will be concluded, the design choice of the best relaying technique depends critically on whether SCP or MCP is implemented. In order to simplify the analysis, when considering MCP we will assume unlimited backhaul links to a CP. The effect of limitations in the backhaul can be in
principle studied by combining the analysis below with that presented in Section 5. We finally remark that, while we assume full-duplex relays, the analysis can be easily adapted to half-duplex relays (see [102]).

7.1 Upper Bound

We first derive an upper bound on the achievable per-cell rate. We do so by leveraging cut-set arguments as already done in previous sections, see, e.g., Section 5.1. To this end, observe that the per-cell sum-rate can never be larger than the per-cell sum-capacity of the first hop (MSs-to-RSs) for the case in which the RSs are able to fully cooperate for the decoding. In other words, the achievable rate cannot be better than that of an MCP system in which the CP is directly connected to all relays. Using the definition (cf. Equation (3.14))

\[ R_w(a, b, \rho) = \int_0^1 \log_2 (1 + \rho H(\theta)^2) \, d\theta, \]  

(7.1)

where \( H(\theta) = b + 2a \cos(2\pi\theta) \), this implies the following upper bound on the achievable per-cell rate:

\[ R(P) \leq R_w(\alpha, \beta, \rho_1), \]  

(7.2)

where \( \rho_1 = P/\sigma_1^2 \), and \( \sigma_1^2 \) is the noise power for the first hop. Moreover, the per-cell sum-rate cannot be greater than that achievable on the second hop (RSs-to-BSs) for the case in which the RSs are fully cooperative for transmission to the BSs. Note that this statement would not be correct if one did not allow cooperation at the RS level. This is because, as can be seen via cut-set arguments, the relays can potentially correlate their transmissions thanks to the (correlated) signals received from the MSs. This argument leads to the upper bound

\[ R(P) \leq R_{wf}(\eta, \gamma, \rho_2), \]  

(7.3)

where we define

\[ R_{wf}(\eta, \gamma, \rho_2) = \max \int_0^1 \log_2 (1 + \rho_2 S(\theta)H(\theta)^2) \, d\theta, \]  

(7.4)

with \( H(\theta) = \eta + 2\gamma \cos(2\pi\theta) \) and \( \rho_2 = Q/\sigma_2^2 \), and where the maximization is taken over all functions \( S(\theta) \) such that \( \int_0^1 S(\theta) \, d\theta = 1 \). The rate
(Equation (7.4)) can be seen, from the discussion in Section 3.1.2, to correspond to the maximum per-cell capacity of a Gaussian Wyner model with channel gains as in the second hop and with full transmitter cooperation. The optimization of Equation (7.4) is well-known to be given by the so-called waterfilling solution, which leads to

$$R_{\text{wf}}(\eta, \gamma, \rho_2) = \int_0^1 \log_2 \left( 1 + \rho_2 \left( \frac{\nu - 1}{H(\theta)^2} \right)^+ H(\theta) \right) d\theta$$

s.t. $$\int_0^1 \left( \nu - \frac{1}{H(\theta)^2} \right)^+ d\theta = 1.$$  \hspace{1cm} (7.5)

Equation (7.5) can be expressed in a closed-form expression for a certain range of the channel parameters (see [105]).

Overall, we obtain that the per-cell sum-rate is upper bounded as

$$R(P) \leq R_{UB}(P) = \min\{R_w(\alpha, \beta, \rho_1), R_{\text{wf}}(\eta, \gamma, \rho_2)\}.$$ \hspace{1cm} (7.6)

We remark that since both arguments of Equation (7.6) increase with SNR it is easily verified that $$R_{UB} \to R_{\text{wf}}(\eta, \gamma, \rho_2)$$ and that $$R_{UB} \to R_w(\alpha, \beta, \rho_1)$$. This means that if the SNR in the first hop, $$\rho_1$$, is large, the performance is limited by the upper bound on the per-cell sum-rate of the second hop, and vice versa when $$\rho_2 \to \infty$$.

### 7.2 Nonregenerative Relaying

In this section, we study the performance of nonregenerative techniques, namely CF and AF, for the system presented in Section 2.4.1. With nonregenerative strategies, the RSs need not know the codebooks used by any MS. Therefore, using the nomenclature employed in previous sections, we can say that the RSs are oblivious. This section follows mostly reference [114]. Throughout, we assume a large number of cells ($M \to \infty$) and follow the model presented in Section 2.4.1.

#### 7.2.1 Amplify-and-Forward (AF)

In this section, we assess the performance of an AF-based scheme, whereby the RSs amplify and forward the received signal with an integer delay of $$\lambda \geq 1$$ symbols. More specifically, with $$(\cdot)^{(1)}$$, $$(\cdot)^{(2)}$$ denoting
the association to the first (MS-to-RS) and second (RS-to-BS) hops, as in Section 2.4.1, the $m$-th RS transmits $x_{m,t}^{(2)} = gy_t^{(1)}$ with $y_t^{(1)}$ given in Equation (2.9) and $g \geq 0$ being the amplification gain. This is selected to satisfy the average power limitation

$$\sigma_r^2(g) \triangleq \mathbb{E}\{|x_{m,t}^{(2)}|^2\} \leq Q,$$

which satisfies the per-block power constraint (Equation (2.12)). Note that, for simplicity of notation, here we include the time index $t \in [1,n]$ in the subscript, unlike the notation used so far. Using Equation (2.9), the signal transmitted by the $m$-th RS can thus also be written as

$$x_{m,t}^{(2)} = g \cdot (\beta x_{m,t-\lambda}^{(1)} + \alpha x_{m-1,t-\lambda}^{(1)} + \alpha x_{m+1,t-\lambda}^{(1)}$$

$$+ \mu x_{m-1,t-\lambda}^{(2)} + \mu x_{m+1,t-\lambda}^{(2)} + z_{m,t-\lambda}^{(1)}). \tag{7.7}$$

We now study the performance of this scheme with MCP or SCP with reuse $F = 1$.

### 7.2.1.1 Multi-cell Processing

In this section, we assume that the signals received at all BSs are jointly decoded by the CP. The CP is connected to the BSs via ideal backhaul links and is assumed to be aware of the codebooks of all the MSs. It is noted that using similar arguments as in [132], it can be shown that in this setup an intra-cell TDMA protocol is optimal.

Extending the LTI interpretation of the Wyner model given in Section 3.1.2 (see Figure 3.1), the received signal $y_{n,t}^{(1)}$ at the RSs (Equation (2.9)) and the received signal $y_{n,t}^{(2)}$ at the BSs (Equation (2.10)) can be interpreted, given Equation (7.7), as a two-dimensional LTI system with input $x_{m,t}^{(1)}$. Note that this is unlike the LTI system used for the Wyner model in Figure 3.1 in which the single dimension corresponds to the BS index. Here in fact the two dimensions correspond to the BS index ($m$) and the time index ($t$). We emphasize that the need to account for the temporal dimension follows from the feedback introduced by the fact that the relays overhear each other through the channel gain $\mu$. 


The block diagram of this equivalent two-dimensional LTI system is depicted in Figure 7.1 where the impulse responses are given by

\[ h_{1m,t} = \delta_t(\alpha\delta_{m-1} + \beta\delta_m + \alpha\delta_{m+1}) \]
\[ h_{2m,t} = \delta_t(\eta\delta_{m-1} + \gamma\delta_m + \eta\delta_{m+1}) \]
\[ h_{rm,t} = g\delta_{t-\lambda}\delta_m \quad \text{and} \]
\[ h_{3m,t} = \mu\delta_t(\delta_{m-1} + \delta_{m+1}), \quad (7.8) \]

where we recall that \( \delta_n \) denotes the Kronecker delta function. The corresponding frequency responses are given by

\[ H_1(\theta,\varphi) = \beta + 2\alpha\cos2\pi\theta \]
\[ H_2(\theta,\varphi) = \gamma + 2\eta\cos2\pi\theta \]
\[ H_r(\theta,\varphi) = ge^{-j2\pi\lambda\varphi} \quad \text{and} \]
\[ H_3(\theta,\varphi) = 2\mu\cos2\pi\theta. \quad (7.9) \]

where \( \theta \) and \( \varphi \) are the spatial frequency (as in Section 3.1.2) and the temporal frequency, respectively. Since the noise processes \( z^{(1)} \) and \( z^{(2)} \) are zero mean i.i.d. complex Gaussian and statistically independent of each other and of the input signal \( x^{(1)} \), the received signals (Equation (2.10)) are at the BSs can be expressed as

\[ y_{m,n}^{(2)} = s_{m,n} + q_{m,n}, \quad (7.10) \]

where \( s_{m,n} \) and \( q_{m,n} \) are zero mean wide sense stationary (WSS) statistically independent processes representing the useful part of the signal and the noise, respectively. Therefore, using a two-dimensional formulation of Szegö’s theorem [132], the per-cell rate achievable by the
considered scheme is given by

\[ R_{\text{AF-MCP}}(P) = \int_0^1 \int_0^1 \log_2 \left( 1 + \frac{S_S(\theta, \varphi)}{S_N(\theta, \varphi)} \right) d\varphi d\theta, \]  

(7.11)

where \( S_S(\theta, \varphi) \) and \( S_N(\theta, \varphi) \) are the power spectral density of \( S \) and \( N \), respectively. These can be obtained as

\[ S_S(\theta, \varphi) = P |H_S(\theta, \varphi)|^2 = P \left| \frac{H_1 H_r H_2}{1 - H_r H_3} \right|^2, \]  

(7.12)

and

\[ S_N(\theta, \varphi) = \sigma^2 \left| H_N(\theta, \varphi) \right|^2 + \sigma^2 = \sigma^2 \left| \frac{H_r H_2}{1 - H_r H_3} \right|^2 + \sigma^2, \]  

(7.13)

where the transfer functions \( H_1, H_2, H_r, \) and \( H_3 \) are defined in Equation (7.9).

Analytical evaluation of Equation (7.11) leads to [114, Appendix A]

\[ R_{\text{AF-MCP}}(P) = \int_0^1 \log_2 \left( \frac{A + B + \sqrt{(A + B)^2 - C^2}}{B + \sqrt{B^2 - C^2}} \right) d\theta, \]  

(7.14)

where

\[ A \triangleq Pg^2 (\beta + 2 \alpha \cos 2\pi \theta)^2 (\gamma + 2 \eta \cos 2\pi \theta)^2 \]

\[ B \triangleq \sigma^2 g^2 (\gamma + 2 \eta \cos 2\pi \theta)^2 + \sigma^2 (1 + 4g^2 \mu^2 \cos^2 2\pi \theta) \]  

and

\[ C \triangleq 4g^2 \mu \cos 2\pi \theta. \]

Furthermore, the optimal relay gain \( g_o \) is the unique solution to the equation \( \sigma^2_r(g) = Q \) where

\[ \sigma^2_r(g) = \frac{(P \beta^2 + \sigma^2)^2}{\sqrt{1 - (2\mu)^2}} + \frac{4P \alpha^2 g^2}{\sqrt{1 - (2\mu)^2}^2 + 1 - (2\mu)^2}. \]  

(7.15)

It can be proved, as implied by the result above, that the optimal relay gain \( g_o \) is such that the RSs use their full power \( Q \), and that \( g_o \rightarrow 1/(2\mu) \). Moreover, it can be seen that the performance of AF is not interference limited, achieving the full multiplexing gain of one, and that it is independent of the actual RS delay \( \lambda \).

Some further remarks are in order. In the case where the RSs employ directional antennas pointed toward their local BSs and they are in
sufficiently elevated positions to avoid multipath (see also discussions in [103, 104]), there is no inter-relay interference and \( \mu = 0 \). In this case, the general expression (Equation (7.14)) reduces to

\[
R_{AF-MCP-DA}(P) = \int_{0}^{1} \log_{2} \left( 1 + \frac{P g^2 (\beta + 2 \alpha \cos 2\pi \theta)^2 (\gamma + 2 \eta \cos 2\pi \theta)^2}{\sigma_1^2 g^2 (\gamma + 2 \eta \cos 2\pi \theta)^2 + \sigma_2^2} \right) d\theta. \tag{7.16}
\]

In addition, by setting \( \mu = 0 \) in Equation (7.15) we obtain the optimal RS amplification gain as

\[
g_0^2 = \frac{Q}{P (\beta^2 + 2 \alpha^2) + \sigma_1^2}. \tag{7.17}
\]

Finally, we remark that, in the case of half-duplex operation, the RSs are not capable of simultaneous receive–transmit operation. Accordingly, the time is divided into equal slots: during odd numbered slots the MSs are transmitting with power \( 2P \) and the RSs only receive, while during even numbered slots the MSs are silent and the RSs transmit. It is easily verified that the per-cell sum-rate in this case is given by multiplying the rates obtained above by \( 1/2 \) while replacing \( P \) and \( Q \), respectively, with \( 2P \) and \( 2Q \).

### 7.2.1.2 Single-cell Processing

We now assess the performance of the AF strategy when a conventional SCP scheme with spatial reuse factor \( F = 1 \) is implemented. Recall that for SCP each BS must be aware of the codebooks of its own MS only, as it treats all other cells’ signals as interference. In this case, the output signal (Equation (2.10)) can be expressed as

\[
y_{m,t}^{(2)} = s_{Um,t} + s_{Im,t} + q_{m,t}, \tag{7.18}
\]

with the following definition. The useful part of the output signal \( s_U \) is defined as

\[
s_{Um,t} = \sum_{l=-\infty}^{\infty} h_{S0,t-l} x_{m,t}^{(1)}.
\]

We define \( h_S \) and \( h_N \) as the signal and noise space–time impulse response functions whose frequency responses are given in
Equations (7.12) and (7.13), respectively. The interference part of the output signal 
$s_I$ is defined as

$$s_{I_m,t} = \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} h_{S_m-l_1,t-l_2} x_{l_1,l_2},$$

and the equivalent noise is defined as

$$q_{m,t} = \sum_{l_1=-\infty}^{\infty} \sum_{l_2=-\infty}^{\infty} h_{N_m-l_1,t-l_2} z_{l_1,l_2} + z_{m,t}^{(2)}.$$

Since $x^{(1)}$, $z^{(1)}$, and $z^{(2)}$ are independent of each other, zero-mean complex
Gaussian and i.i.d. in space and time, it is easily verified that $s_U$, $s_I$, and $q$ are independent
and zero-mean complex Gaussian as well. It is also evident that for each $m$ the processes are WSS along the time axis $t$. Accordingly, the received signal (Equation (7.18)) at the $m$-th
BS can be seen as the output of an LTI system with additive colored
independent interference and noise. Accordingly, the per-cell sum-rate
of SCP with AF relaying is given for an arbitrary relay gain $0 < g < g_o$,
by [114, Appendix B]

$$R_{AF-SCP}(P) = \int_0^1 \log_2 \left( 1 + \frac{S_U(\varphi)}{S_I(\varphi) + S_N(\varphi)} \right) d\varphi, \quad (7.19)$$

where $S_U(\varphi)$, $S_I(\varphi)$, and $S_N(\varphi)$ are the power spectral densities of the
useful signal, interference, and noise, respectively:

$$S_U(\varphi) = P \left| \int_0^1 H_S(\theta,\varphi) d\theta \right|^2$$

$$S_I(\varphi) = P \int_0^1 |H_S(\theta,\varphi)|^2 d\theta - P \left| \int_0^1 H_S(\theta,\varphi) d\theta \right|^2$$

and

$$S_N(\varphi) = \sigma_1^2 \int_0^1 |H_N(\theta,\varphi)|^2 d\theta + \sigma_2^2.$$

We note that, in contrast to the MCP scheme studied above, the
performance of the AF strategy with SCP is interference limited. Moreover, it is also easy to verify that the achievable rate (Equation (7.19))
is independent of the actual RS delay value $\lambda$. Finally, it will be verified below that, with SCP, due to the effect of interference, it turns out that it is not always optimal to employ the full transmission power $Q$ at the RSs.

7.2.2 Compress-and-Forward (CF)

We now consider a transmission scheme that still requires no codebook information at the RSs, as for the AF scheme discussed above, but in which more processing capabilities are needed at the RSs. The CF-based strategy organizes transmission into successive blocks. The idea is that the RSs compress the signal received in any block and forward it in the next block to the BSs. We detail the strategy for MCP and SCP below.

7.2.2.1 Multi-cell Processing

With MCP, compression is done as if the RSs were connected by finite-capacity backhaul links directly to the CP. Note that this is clearly not the case since the RSs have to communicate with the BSs, which are in turn connected with unlimited-capacity links to the CP. The compression scheme is the same as discussed in Section 5.1.2. In particular, using the distributed coding strategies discussed therein, each RS in each block produces a compression index, which is binned to produce a bin index as explained in Appendix C. This is sent to the BSs by treating the RS-to-BS hop as a regular Wyner model. The CP then will decode over the second hop using standard MCP techniques and recover the bin indices. From the bin indices, using the same processing as for the CEO problem (see Appendix C), the CP can perform joint decompression and decoding as done in the oblivious scheme of Section 5.1.2.

The previous discussion hides a difference between the CF scheme considered here and the oblivious strategy of Section 3. In fact, here, by decoding the RSs’ codewords, the CP acquires some information that is correlated with the signals received and compressed by the RSs. In fact, note that the RSs’ received signals (Equation (2.10)) are correlated with the RSs’ transmitted codewords $\{x_m^{(2)}(t)\}$. Therefore, while
compressing and binning their received signals, the RSs can leverage the fact that the CP will have correlated side information when decompressing. This further improves the efficiency of the use of the backhaul links.

The following per-cell rate can be shown to be achievable by the CF-MCP scheme [114, Appendix C]:

\[ R_{\text{CF-MCP}}(P) = R_w(\alpha, \beta, \rho_1(1 - 2^{-r^*})), \quad (7.20) \]

where \( r^* \geq 0 \) is the unique solution to the following fixed point equation:

\[ R_w(\alpha, \beta, \rho_1(1 - 2^{-r^*})) = R_w(\eta, \gamma, \rho_2) - r^*. \quad (7.21) \]

Note that since \( R_w(\alpha, \beta, \rho_1(1 - 2^{-r})) \) is monotonic in \( r \), Equation (7.21) is easily solved numerically.

The rate (Equation (7.20)) can be easily explained by recalling the expression (Equation (5.6)) for the per-cell rate achievable by the oblivious scheme of Section 3 and related discussion. In fact, as for Equation (5.6), the rate (Equation (7.20)) shows that the CF scheme with MCP attains the maximum rate achievable if the RSs were all connected with ideal backhaul links to the CP (i.e., the bound (Equation (7.2))), but with an SNR loss given by \((1 - 2^{-r^*})\). The parameter \( r^* \) has the interpretation of the per-cell RS-to-BS rate that the RSs have to waste transmitting observation noise.

The analysis above reveals another important fact: the considered CF-MCP performs as if there is no inter-relay interference (i.e., \( \mu = 0 \)). This is a consequence of exploiting the side information about the RSs’ codewords when designing the compression and decompression/decoding strategy. Moreover, it can be verified that, as with the AF-MCP scheme, the use of the full relay power \( Q \) is optimal. Finally, it is easily verified that when \( \rho_1 \to \infty \) then \( r^* \to 0 \), and \( R_{\text{CF-MCP}}(P) \) does not achieve the upper bound (Equation (7.6)). This is since \( R_{\text{CF-MCP}} \to R_w(\eta, \gamma; \rho_2) \leq R_{\text{w}}^{\text{ef}}(\eta, \gamma, \rho_2) \). On the other extreme when \( \rho_2 \to \infty \) then \( r^* \to \infty \), and \( R_{\text{CF-MCP}} \) achieves the upper bound \( R_{\text{CF-MCP}} \to R_w(\alpha, \beta, \rho_1) \). In other words, CF-MCP works well when the performance is limited by the SNR on the first hop, while the second hop has a large SNR.
7.2.2.2 Single-Cell Processing

We now analyze the performance of the CF scheme in the presence of SCP with reuse factor $F = 1$. Recall that in this case each BS must be aware of its local MS and RS codebooks only, and decodes its signals treating other BSs’ signals as noise. Each RS quantizes its received signal and transmits it to its local BS. Before describing the scheme in detail let us define the SINR at each RS and each BS $\tilde{\rho}_1$, and $\tilde{\rho}_2$, respectively, as

$\tilde{\rho}_1 \triangleq \frac{P_\beta^2}{\sigma_1^2 + 2\alpha^2 P + 2\mu^2 Q}$ \quad and \quad $\tilde{\rho}_2 \triangleq \frac{Q^2}{\sigma_2^2 + 2\eta^2 Q}$. \quad (7.22)

In addition, we denote the capacity of the single-user Gaussian channel with SNR $\rho$ to be $R_g(\rho) = \log_2(1 + \rho)$ for simplicity.

According to the considered CF-SCP scheme, each RS compresses the received signal and then bins the compressed index. The bin index is transmitted to the same-cell BS. Each BS performs joint decompression/decoding of the message transmitted by the same-cell MS. It is easily verified that applying the CF-SCP scheme, as explained above, each cell (MS, RS, and BS) becomes equivalent to a multihop channel where CF is employed at the RS. This channel was studied in [85]. Using the results therein, we can show that an achievable per-cell rate is given by

$R_{CF-SCP} = R_g(\tilde{\rho}_1(1 - 2^{-r^*}))$, \quad (7.23)

where $r^* \geq 0$ is the unique solution to the following fixed point equation:

$R_g(\tilde{\rho}_1(1 - 2^{-r^*})) = R_g(\tilde{\rho}_2) - r^*$, \quad (7.24)

where $\tilde{\rho}_1$ and $\tilde{\rho}_2$ are the SINRs at each RS and each BS, respectively, as defined above. In contrast to the MCP scheme analysis, here we can analytically solve Equation (7.24). Specifically, the achievable rate of Equation (7.23) is explicitly given by

$R_{CF-SCP}(P) = \log_2 \left( \frac{(1 + \tilde{\rho}_1)(1 + \tilde{\rho}_2)}{1 + \tilde{\rho}_1 + \tilde{\rho}_2} \right)$. \quad (7.25)

As a remark, it is noted that the rate (Equation (7.25)) can also be achieved without joint decompression/decoding, but instead with
standard binning and successive decompression and decoding; see, e.g., [18]. In other words, with SCP, there is no need for more complex joint decoding/decompression strategies.

Examining the rate (Equation (7.25)) it is easily verified that it increases with the local path gains ($\beta^2, \gamma^2$) while it decreases with the inter-cell path gains ($\alpha^2, \eta^2, \mu^2$). Hence, in contrast to the MCP scheme, the inter-relay interference is deleterious for the SCP scheme, which is interference-limited. In addition, the rate increases with the MSs’ power and using the full power $P$ is beneficial. On the other hand increasing the RSs’ power unboundedly reduces $\tilde{\rho}_1$ to zero which drives $R_{\text{CF-SCP}}(P)$ to zero as well. In particular, fixing the MSs’ power $P$, the optimal RSs’ power that maximizes the rate is given by

$$Q_o = \min \left\{ Q, \frac{\sqrt{((2\alpha^2 + \beta^2)P + \sigma_1^2)\sigma_2^2}}{2\mu^2(2\eta^2 + \gamma^2)} \right\}.$$  \hspace{1cm} (7.26)

This shows that, as with AF-SCP, also with CF-SCP it is generally not optimal for the RSs to use all the available power.

### 7.3 Regenerative Relaying

In this section, following [102], we consider alternative relaying schemes for the system described in Section 2.4.1. Unlike the nonregenerative strategies studied in the previous section, the techniques analyzed here are regenerative in the sense that the RSs decode the signals sent by (some of) the MSs. Therefore, we refer to the strategies considered here as DF-based. Note that in order for DF-based strategies to be employed, the RSs must be informed about the codebooks of the MSs whose signals are to be decoded (see details below). Another relevant difference between the techniques proposed here and the nonregenerative strategies is that the latter do not require any change at the MS level, while the former generally do. In other words, with nonregenerative strategies, the RSs are transparent to the MSs, while this is in general not the case for regenerative strategies.

We organize the rest of this section as follows. First, we discuss the operation in the first hop. Then, we turn to the second hop and discuss per-cell achievable rates for SCP and finally for MCP. Throughout, to
simplify the analysis, we set $\mu = 0$ (i.e., no inter-relay interference). Achievable schemes with $\mu > 0$ can be obtained by assuming that each RS treats the signals from other RSs as additive noise, thus raising the noise level by $2\mu^2P$. More sophisticated strategies where the inter-relay links are used to aid relay cooperation are possible, but will not be considered here.

### 7.3.1 Operation in the First Hop

Similar to the informed BS strategy of Section 5.3, the idea here is to use rate splitting [32], whereby the information bits of each MS are split into two parts. The first part, referred to as “private,” is transmitted with power $\beta_1P$ and is decoded only by the same-cell BS, with $0 \leq \beta_1 \leq 1$. The second part, referred to as “public” or “common”, is transmitted with power $(1 - \beta_1)P$ and is decoded not only at the local BS but also at the adjacent BSs. Therefore, each $m$-th RS jointly decodes four messages: the private message and the common message of the same-cell MS, and the common messages of the two adjacent-cell MSs, namely $m-1$ and $m+1$. The private messages of the two adjacent-cell MSs are instead considered as the interference terms with power $2\alpha^2\beta_1P$. The channel seen at any $m$-th RS is then a four-user Multiple Access Channel (MAC) with equivalent Gaussian noise with power $\sigma_1^2 + 2\alpha^2\beta_1P$. Accordingly, using well-known results on the capacity of MACs (see, e.g., [17]), for each choice of the power allocation factor $\beta_1$, the achievable per-cell rates of the private message part ($R_{1p}$) and of the common part ($R_{1c}$) are limited by the 15 inequalities defining the corresponding MAC capacity region, which are easily shown to reduce to

\[
R_{1p} \leq R_g \left( \frac{\beta_1\rho_1}{\nu^2 + 2\alpha^2\beta_1\rho_1} \right) \triangleq R_{1p}^{\text{max}}(\beta_1) \tag{7.27}
\]

\[
R_{1c} \leq \min \left\{ \frac{1}{2} R_g \left( \frac{2\alpha^2(1 - \beta_1)\rho_1}{\nu^2 + 2\alpha^2\beta_1\rho_1} \right), \right. \quad \tag{7.28}
\]

\[
\left. \frac{1}{3} R_g \left( \frac{(2\alpha^2 + 1)(1 - \beta_1)\rho_1}{\nu^2 + 2\alpha^2\beta_1\rho_1} \right) \right\} \quad \tag{7.29}
\]

\[
\triangleq \min \{R_{1c}^{\text{max},1}(\beta_1), R_{1c}^{\text{max},2}(\beta_1)\} \tag{7.30}
\]
\[ R_{1p} + 2R_{1c} \leq R_g \left( \frac{\beta_1 \rho_1 + 2\alpha^2(1 - \beta_1)\rho_1}{\nu^2 + 2\alpha^2\beta_1\rho_1} \right) \]  
\[ \triangleq R_{1}^{\text{sum,1}}(\beta_1) \]  
\[ R_{1p} + 3R_{1c} \leq R_g \left( \frac{\beta_1 \rho_1 + (2\alpha^2 + 1)(1 - \beta_1)\rho_1}{\nu^2 + 2\alpha^2\beta_1\rho_1} \right) \]  
\[ \triangleq R_{1}^{\text{sum,2}}(\beta_1), \]  

where \( \nu^2 = 1 \) and we recall the definition \( R_g(P) = \log_2(1 + P) \). Notice that in writing the conditions above we have removed dominated inequalities. We refer to the region of rates \((R_{1p}, R_{2p})\) satisfying the inequalities above as \( \mathcal{R}_1(\beta_1) \).

The rate region identified by the inequalities above for a given power allocation \( \beta_1 \) is a polyhedron. It can be shown that for each power allocation \( \beta \), the maximum rate \( R_{1p} + R_{1c} \) attainable in the first hop is obtained in one of the vertices of this polyhedron [102]. Moreover, the rate pair \((R_{1p}, R_{1c})\) corresponding to the maximum sum-rate can be achieved via successive interference cancellation by first jointly decoding the common messages, treating the private information as noise, then cancelling the decoded common messages and finally decoding the same-cell private message. Specifically, the maximum rate for a given power allocation \( \beta_1 \) is given by

\[ R_{1}^{\text{max}}(\beta_1) = R_{1p}^{\text{max}}(\beta_1) \]
\[ + \min(R_{1c}^1(\beta_1), R_{1c}^2(\beta_1)), \]

with Equation (7.27) and

\[ R_{1c}^1(\beta_1) = \frac{1}{2} R_g \left( \frac{2\alpha^2(1 - \beta_1)\rho_1}{\nu^2 + (2\alpha^2 + 1)\beta_1\rho_1} \right) \quad \text{and} \quad (7.37) \]
\[ R_{1c}^2(\beta_1) = \frac{1}{3} R_g \left( \frac{(2\alpha^2 + 1)(1-\beta_1)\rho_1}{\nu^2 + (2\alpha^2 + 1)\beta_1\rho_1} \right), \]

where \( \nu^2 = 1 \).

### 7.3.2 Single-Cell Processing

Having described the system operation for the first hop, we now turn to the second hop. We describe two techniques assuming that each BS
performs decoding independently from other BSs according to SCP with spatial reuse $F = 1$.

### 7.3.2.1 Noncooperative Relay Stations

As explained, with rate splitting in the first hop, each RS, say the $m$-th, decodes in each block the private message and the common message of the same-cell MS, along with the common messages of the adjacent cells. A simple approach is for the $m$-th relay to neglect the knowledge of the common messages of adjacent cells and to simply retransmit to the local BS the private and common messages of the same-cell MS. This is done using rate splitting and interference cancellation exactly as explained in the previous section for the first hop. Note that the total rate $R_{1p} + R_{1c}$, delivered to the RSs by the MSs in the first hop, can be now split into two streams, one private and one common, in a generally different share with respect to the first hop. In particular, a different power allocation between private and common parts, say $\beta_2$, can be used in the second hop, so that the private message is transmitted with power $\beta_2 Q$ and the common message with power $(1 - \beta_2)Q$. Note that, in order to implement this scheme, each BS must be informed of the private codebook used by the same-cell MS and of the common codebooks employed by the same-cell MSs and the two adjacent-cell MSs.

Following the previous section, we can thus obtain the maximum per-cell rate that can be transmitted in the second hop as (recall Equation (7.35))

$$R_{2p}^{\text{max}}(\beta_2) = R_{2p}^{\text{max}}(\beta_2)$$

$$+ \min(R_{2c}^{1}(\beta_2), R_{2c}^{2}(\beta_2)),$$

where $R_{2p}^{\text{max}}(\beta_2)$, $R_{2c}^{1}(\beta_2)$, and $R_{2c}^{2}(\beta_2)$ are obtained from Equations (7.27), (7.37) and (7.38), respectively, where subscript “2” should be substituted for “1” and parameters $(\gamma^2, \eta^2)$ should be written in lieu of $(\nu^2, \alpha^2)$.

Since with rate splitting in both hops the two hops are operated independently, the optimal strategy is to transmit in both hops at the maximum sum-rates $R_{1p}^{\text{max}}(\beta_1)$ and $R_{2p}^{\text{max}}(\beta_2)$ for given power allocations $\beta_1$ and $\beta_2$. It follows that, optimizing over the power allocation
on both hops, the rate achievable with rate splitting in both hops is
\[
R_{DF-SCP-NO-COOP}(P) = \min_{i=1,2} \max_{0 \leq \beta_i \leq 1} R_i^{\max}(\beta_i). \tag{7.41}
\]

7.3.2.2 Cooperative Relay Stations

In this section, we investigate the performance of an alternative transmission scheme for the second hop that leverages the common information gathered at the RSs as a by-product of the use of rate splitting in the first hop. This contrasts with the naive scheme discussed above whereby the common messages from adjacent cells were neglected when transmitting in the second hop.

The rate splitting-based scheme discussed above for transmission from RSs to BSs fails to exploit the knowledge of the common messages of adjacent cells at any \( m \)-th RS. Based on this side information, any \( m \)-th cell could cooperate with the adjacent cells \( m-1 \) (and \( m+1 \)) in order to deliver the common messages of these cells to the intended BS in cell \( m-1 \) (and \( m+1 \)). To this end, we consider a superposition scheme whereby RSs cooperate for transmission of common information toward the goal of achieving coherent power combining at the BSs.

The private and common messages are the ones sent in the first hop by the MSs and therefore have rates \( R_{1p} \) and \( R_{1c} \), respectively. We focus on a simple power allocation among the transmitted codewords by the RSs, whereby the total power \( Q \) is divided according to a parameter \( \beta_2 \) as above, so that power \( \beta_2 Q \) is used for transmission by the RSs of the private part and the power \( (1 - \beta_2)Q \) is equally shared among the three cooperative common signals. As in the previous section, each BS is assumed to know the private codebook used by the same-cell MS and of the common codebooks employed by the same-cell MSs and the two adjacent-cell MSs in order to enable joint decoding. Specifically, each BS performs joint decoding of four messages: the private message and the common message of the same-cell MS, and the common messages of the two adjacent-cell MSs, namely \( m-1 \) and \( m+1 \). The common messages of cells \( m-2 \) and \( m+2 \) are considered as interference by the \( m \)-th BS.
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It can be seen that any \( m \)-th BS observes a four-user MAC with equivalent noise power \( \sigma^2 + 2\eta^2(\beta Q + (1 - \beta)Q/3) \). Therefore, similarly to the discussion above, the achievable rates \((R_{1p}, P_{1c})\) of the private and common information must satisfy

\[
R_{1p} \leq R_g \left( \frac{\gamma^2 \beta_2 \rho_2}{1 + 2\eta^2(\beta_2 \rho_2 + (1 - \beta_2)Q/3)} \right)
\]

\[
R_{1c} \leq \min \left\{ \frac{1}{2} R_g \left( \frac{2(\gamma + \eta)^2(1 - \beta_2)\rho_2}{1 + 2\eta^2(\beta_2 \rho_2 + (1 - \beta_2)\rho_2/3)} \right), \frac{1}{3} R_g \left( \frac{(2(\gamma + \eta)^2 + (\gamma + 2\eta)^2)(1 - \beta_2)\rho_2}{1 + 2\eta^2(\beta_2 \rho_2 + (1 - \beta_2)\rho_2/3)} \right) \right\}
\]

\[
R_{1p} + 2R_{1c} \leq R_g \left( \frac{\gamma^2 \beta_2 \rho_2 + 2(\gamma + \eta)^2(1 - \beta_2)\rho_2}{1 + 2\eta^2(\beta_2 \rho_2 + (1 - \beta_2)\rho_2/3)} \right)
\]

\[
R_{1p} + 3R_{1c} \leq R_g \left( \frac{\gamma^2 \beta_2 \rho_2 + (2(\gamma + \eta)^2 + (\gamma + 2\eta)^2)(1 - \beta_2)\rho_2}{1 + 2\eta^2(\beta_2 \rho_2 + (1 - \beta_2)\rho_2/3)} \right).
\]

We refer to the polytope of rates \((R_{1p}, R_{1c})\) satisfying the inequalities above as \( \mathcal{R}_{COOP}(\beta_2) \). It is noted that the effect of RS cooperation is seen above in the beamforming (array) gains due to coherent combining, which are reflected in the effective channel gains \((\gamma + \eta)^2\) and \((\gamma + 2\eta)^2\). Focusing on the \( m \)-th BS, the first, \((\gamma + \eta)^2\), accounts for the effective channel gains of the common message of cells \( m - 1 \) and \( m + 1 \), which are received both directly and via the signal transmitted by the \( m \)-th RS. The second, \((\gamma + 2\eta)^2\), accounts for the effective channel gain of the common message of the \( m \)-th RS, which is received, not only through direct transmission, but also via the signals relayed by the \((m-1)\)-th and the \((m+1)\)-th RSs.

The maximum achievable rate with rate splitting in the first hop and cooperative transmission in the second hop, according to the coding scheme described above, can be then found by solving the following optimization problem:

\[
R_{DF-SCP-COOP}(P) = \max_{R_{1p}, R_{1c}, \beta_1, \beta_2} R_{1p} + R_{1c} \quad (7.42)
\]

\[
\text{s.t.} \begin{cases} 0 \leq \beta_1, \beta_2 \leq 1 \\ (R_{1p}, R_{1c}) \in \mathcal{R}_1(\beta_1) \cap \mathcal{R}_{COOP}(\beta_2). \end{cases} \quad (7.43)
\]
Notice that for each choice of the power allocation \((\beta_1, \beta_2)\), the optimization problem (Equation (7.42)) can be solved by linear programming.

### 7.3.3 Multi-Cell Processing

In this section we consider the performance of DF-based schemes with MCP. We assume the use of rate splitting in the first hop, whereas in the second hop the cooperative transmission scheme discussed above, which aims at coherent power combining at the BSs for the common messages, is employed. Following this scheme, similar to what was done above, we can interpret the received signal at the BSs as an equivalent LTI system with inputs given by the signals transmitted by the RSs. In particular, defining as \(x_{p,m}^{(2)}\) and \(x_{c,m}^{(2)}\) the codewords transmitted by the RSs that encode the private and common messages of the \(m\)-th MS, one can easily prove that the received signal at the \(m\)-th BS is given by

\[
y_m^{(2)} = h_{p,m} * x_{p,m}^{(2)} + h_{c,m} * x_{c,m}^{(2)} + z_m^{(2)},
\]

where \(\ast\) denotes convolution and the finite-impulse response filters \(h_{nc,m}\) and \(h_{c,m}\) are given by

\[
h_{p,m} = \eta \delta_{m+1} + \gamma \delta_m + \eta \delta_{m-1} \quad \text{and} \\
h_{c,m} = \eta \delta_{m+2} + (\gamma + \eta) \delta_{m+1} + (\gamma + 2\eta) \delta_m + (\gamma + \eta) \delta_{m-1} + \eta \delta_{m-2},
\]

with \(\delta_m\) denoting the Kronecker delta function. The channel (Equation (7.44)) is a Gaussian MAC with inter-symbol interference, so that the achievable rates \((R_{1p}, R_{1c})\) in the second hop must satisfy the conditions [13]

\[
R_{1p} \leq R_w(\eta, \gamma, \beta_2 Q) \\
R_{1c} \leq \int_0^1 R_g \left( \frac{(1 - \beta_2)Q}{3} (\gamma + 2\eta + 2(\gamma + \eta) \cos(2\pi \theta) + 2\eta \cos(4\pi \theta))^2 \right) d\theta
\]
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\[ R_{1p} + R_{1c} \leq \int_0^1 R_g \left( \beta_2 Q(\gamma + 2\eta \cos(2\pi \theta))^2 \right. \\
\left. + \frac{(1 - \beta_2)Q}{3}(\gamma + 2\eta + 2(\gamma + \eta) \cos(2\pi \theta) \\
+ 2\eta \cos(4\pi \theta))^2 \right) d\theta, \]

where we used the definition (7.1). We refer to the polytope of rates \((R_{1p}, R_{1c})\) described by the inequalities above as \(R_{MCP}(\beta_1, \beta_2)\).

Finally, accounting for both first and second hops, the rate achievable with rate splitting, relay cooperation and multi-cell processing can be obtained by solving the following optimization problem:

\[ R_{mcp} = \max_{R_{1p}, R_{1c}, \beta_1, \beta_2} R_{1p} + R_{1c} \quad \text{(7.47)} \]

\[ \text{s.t.} \begin{cases} 0 \leq \beta_1, \beta_2 \leq 1 \\
(R_{1p}, R_{1c}) \in R_1(\beta_1, \beta_2) \cap R_{MCP}(\beta_1, \beta_2). \end{cases} \quad \text{(7.48)} \]

Notice again that, for fixed power allocation \((\beta_1, \beta_2)\), problem (Equation (7.47)) can be solved by linear programming.

7.4 Numerical Results

We first provide a performance comparison of the DF-based techniques that we have just presented and then discussed a comparison among all schemes. Figure 7.2 shows the achievable per-cell rates by the considered regenerative schemes for \(\rho_1 = 2, \rho_2 = 1, \sigma_1^2 = \sigma_2^2 = 1, \gamma^2 = 1, \mu^2 = 0\) versus the inter-cell gains \(\alpha^2 = \eta^2\). We compare the per-cell rates achievable with SCP with and without RS cooperation and with MCP. As for the DF-SCP technique without RS cooperation, we also show the special case \(\beta_1 = \beta_2 = 1\), which corresponds to no rate splitting, i.e., to transmission of only private messages. This scheme is of interest for its simplicity and because it can be implemented by maintaining the deployment of relays transparent to the MSs, since the latter do not have to change their transmission strategies. For reference, we plot the maximum rate achievable on the first hop with rate splitting and optimal power allocation \(R_{1\text{max}}^\text{max}\) (Equation (7.35)). This provides an upper
bound on the per-cell achievable rate for the considered DF-based techniques in the scenario at hand where the SNR in the second hop creates the performance bottleneck (since $\rho_2 = \rho_1/2$).

It can be seen that rate splitting is advantageous with respect to single-rate transmission (i.e., $\beta_1 = \beta_2 = 1$) if the inter-cell gains $\alpha^2 = \eta^2$ are large enough. Moreover, cooperation at the relays provides relevant performance gains and allows the network to achieve the upper bound $R_{\text{SCP}}^{\text{max}}$ for $\alpha^2 = \eta^2$ large enough. Finally, MCP allows the upper bound $R_{\text{SCP}}^{\text{max}}$ to be achieved for a larger range of $\alpha^2 = \eta^2$ than SCP with RS cooperation.

We now present a comparison among the regenerative and the non-regenerative schemes discussed in this section for $\gamma^2 = 1$, $\alpha^2 = \eta^2 = 0.2$, $\sigma_1^2 = \sigma_2^2 = 1$, $\mu^2 = 0.1$, $\rho_1 = 10$ versus the ratio $\rho_2/\rho_1$ in Figure 7.3. For DF, we consider strategies with relay cooperation. A first critical observation is the interplay between the deployment of SCP or MCP and the choice of relaying strategies. Specifically, it can be seen that if SCP is employed, DF is advantageous with respect to CF, and also with
Fig. 7.3 Per-cell achievable rates for regenerative and the nonregenerative schemes versus the ratio $\rho_2/\rho_1$ ($\gamma_2 = 1$, $\alpha_2 = \eta_2 = 0.2$, $\sigma_1^2 = \sigma_2^2 = 1$, $\mu_2 = 0.1$, $\rho_1 = 10$).

respect to AF, if the power of the MSs is sufficiently larger than that of the RSs and thus $\rho_2/\rho_1$ is sufficiently larger than one. It is noted that CF performs very poorly due to its inability, unlike DF and AF, to beamform the users’ signals toward the BSs. However, if MCP is in place, the situation is remarkably different in that DF is outperformed by both CF and AF unless the MSs’ power is sufficiently larger than that of the relays. This is because DF is limited by the performance bottleneck due to the need to decode at the RSs, which prevents the system from benefiting from MCP. Finally, it is seen that the proposed CF scheme performs close to optimal if the relay power is sufficiently large.

7.5 Summary

In this section, we have studied the performance of cellular systems with RSs and with conventional SCP or with MCP. We have focused on Gaussian channels and considered the deployment of RSs as a means
to extend the system coverage for the uplink. We have investigated both regenerative techniques, which require the RSs to know the MSs’ codebooks and are typically nontransparent to the MSs, and nonregenerative techniques, which do not require any codebook knowledge at the RSs and are transparent to the MSs. We have seen that the design of the relaying techniques depends critically on whether SCP or MCP is implemented. In fact, if SCP is employed, regenerative techniques (DF) are seen to be advantageous with respect to nonregenerative strategies, unless the relay power is sufficiently large, in which case AF has comparable performance. Instead, if MCP is in place, DF is outperformed by both nonregenerative techniques, CF and AF, unless the MSs’ power is sufficiently larger than that of the relays. This is because the decoding requirement at the relays of DF can set the performance bottleneck, thus nullifying the potential gains attainable with MCP.
In this section, we address the impact of cooperation in cellular networks when there is cooperation at the MS level. We follow the uplink model discussed in Section 2.4.2 and consider first out-of-band cooperation and then in-band cooperation. We recall that in both cases we study cooperation between MSs in adjacent cells. As explained in Section 2.4.2, inter-cell MS cooperation is useful if MCP is deployed, since, thanks to MCP, the signal relayed by an adjacent-cell MS can be exploited by the CP for decoding. For this reason, we will focus solely on MCP here. It is noted that some analysis of intra-cell cooperation can be found in [105]. We remark that MS cooperation raises issues related to privacy and altruistic versus selfish behavior that are not considered here (see, e.g., [50]).

### 8.1 Upper Bound

We start by first deriving an upper bound on the per-cell rate achievable by exploiting inter-MS cooperation for the model presented in Section 2.4.2. Specifically, as pointed out in Section 2.4.2, an upper bound on the per-rate achievable with inter-MS cooperation is given by

\[
R(P) \leq R_{UB}(P) = R^w_{w}(\alpha, 1, P),
\]

(8.1)
where \( R_{\text{wf}}^w(\alpha,1,P) \) is as defined in Equation (7.5), where it was found to be equal to

\[
R_{\text{wf}}^w(\alpha,1,P) = \int_0^1 \log_2 \left( 1 + \left( \nu - \frac{1}{H(\theta)^2} \right)^+ H(\theta) \right) d\theta
\]

s.t. \( \int_0^1 \left( \nu - \frac{1}{H(\theta)^2} \right)^+ d\theta = P, \)  \hspace{1cm} (8.2)

with \( H(\theta) = 1 + 2\alpha \cos(2\pi\theta) \). This bound follows again from cut-set arguments.

In order to interpret Equation (8.1) and obtain insights into the possible gains attainable with inter-cell MS cooperation, it is useful to recall that \( R_{\text{wf}}^w(\alpha,1,P) \) is given by

\[
R_{\text{wf}}^w(\alpha,1,P) = \max \int_0^1 \log(1 + P \cdot H(\theta)^2 S(\theta)) d\theta,
\]

where the maximum is taken over the input power spectral density \( S(\theta) \) such that the power constraint \( \int_0^1 S(f) df = 1 \) is satisfied. (This can be shown to be given by the “waterfilling” solution \( S(\theta) = \left( \nu - \frac{1}{P H(\theta)^2} \right)^\dagger \) where the parameter \( \nu \geq 0 \) is selected so as to satisfy the power constraint.) Now, from the discussion in Section 3.1.2, we know that the power spectral density \( S(\theta) \) accounts for the correlation among the signals sent by the MSs. The MSs are able to correlate their signal only if they have exchanged information so as to have common data on which correlation can be built. Note that this is the same mechanism that allowed us to obtain RS cooperation in Section 7. Also, recall that a constant \( S(\theta) \) represents noncooperative MSs, while a nonconstant \( S(\theta) \) is possible only if cooperation at the MSs is enabled.

In light of the discussion above and of Equation (8.3), the optimal correlation of the MSs’ signals corresponds to the waterfilling solution. By examining this solution and its corresponding time-domain transform, one can conclude that, in order for such a power spectral density to be realized, correlation needs to span a large number of MSs, especially if \( \alpha \) is large enough. In other words, many MSs would have to exchange information in order for the upper bound to be achieved. Note that clearly if \( \alpha = 0 \) neither MCP nor inter-cell MS cooperation
can provide performance gains. An example for $\alpha = 0.2$ and $P = 2$ is shown in Figure 8.1. There, the optimal waterfilling power spectral density $S(\theta)$ is compared with the best approximation achievable if each MS is able to cooperate only with $K_c$ MSs on the left and on the right. It is seen that, even for a relatively small value of $\alpha$, the number of cooperating MSs must be rather large in order to approximate the optimal input correlation and thus the optimal cooperative strategy. Further details on how this example was generated will be provided below.

### 8.2 Out-of-Band Cooperation

In this section, we analyze the performance gains attainable with out-of-band MS cooperation. From Section 2.4.2, it is recalled that out-of-band cooperation amounts to having each MS connected to the two MSs in adjacent cells via finite-capacity links of capacity $C^{(MS)}$ (bits/s/Hz). Moreover, transmission on each inter-MS out-of-band link can be performed in parallel and without interference to/from the transmissions to the BSs. This implies that, by arranging transmissions in successive blocks, the MSs can exchange information on the inter-MS
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links in a given block, while transmitting to the BSs, and then use the exchanged information in the next block. By pipelining transmissions, this guarantees that in each block the MS can cooperate when transmitting to the BSs based on the signals exchanged over the inter-MS links.

8.2.1 An Achievable Rate

In this section, we derive an achievable rate for the model at hand and discuss some of the implications of this result. The scheme, proposed in [105], works as follows. We employ again rate splitting so that each \(m\)-th MS splits its information bits into two parts, private and common, of rates \(R_p\) and \(R_c\) (bits/s/Hz), respectively. Then, it shares the common part with the \(2K_c\) neighboring MSs in cells \(m + i\) with \(i = -K_c, -K_c + 1, \ldots, -1, 1, \ldots, K_c\), i.e., with \(K_c\) MSs on the left and \(K_c\) on the right. This is realized by sending the common message over all the inter-MS links between the \(m\)-th MS and the \((m + i)\)-th MS. Notice that, after this information exchange, each \(m\)-th MS is aware of the \(2K_c\) common messages beside its own. Moreover, the need to send these messages on the inter-MS links is easily seen to impose the constraint

\[
R_c \leq \frac{C^{(MS)}}{K_c}. \tag{8.4}
\]

In the block following the information exchange above, each common message can then be transmitted cooperatively by all the \(2K + 1\) MSs that have acquired the information in the conferencing phase. Moreover, superimposed on the codewords encoding the common messages, each MS also sends its private message. Transmission is performed in a way similar to the way RSs format their transmissions in the cooperative strategy discussed in Section 7.3.2.2. The following per-cell rate is achieved:

\[
R(P, C^{(MS)}) = \max_{\beta, h_c} \min_{\beta, h_c} \left\{ \int_0^1 \log(1 + \beta PH(\theta)^2) \right. \\
+ (1 - \beta)PH(\theta)^2|H_c(\theta)|^2) d\theta, \\
\left. \int_0^1 \log(1 + \beta PH(\theta)^2) d\theta + \frac{C^{(MS)}}{K_c} \right\}, \tag{8.5}
\]
where $0 \leq \beta \leq 1$ is the power allocation coefficient between private and common messages, $\mathbf{h}_c = [h_{c,-K_c} \cdots h_{c,K_c}]^T$ is a symmetric complex vector of $2K_c + 1$ entries with unitary norm, $\|\mathbf{h}_c\|^2 = 1$, and

$$H_c(\theta) = \sum_{m=-K_c}^{K_c} h_{c,m} \exp(-j2\pi m). \quad (8.6)$$

As shown by the result above, the impact of inter-cell MS cooperation, using the considered scheme, is equivalent to that of allowing precoding (pre-equalization) of the common information by a $2K_c + 1$ finite-impulse filter $\mathbf{h}_c$ with frequency response $H_c(\theta)$ Equation (8.6) on the LTI system $H(\theta)$ that accounts for the Wyner model. This allows the correlation of the signals transmitted by the MSs, as far as the common messages are concerned, to be given by $|H_c(\theta)|^2$. As can be inferred from Equation (8.5), instead, the private messages are sent with a constant power spectral density (i.e., without cooperation). We emphasize that, while the number of taps of the filter $\mathbf{h}_c$ increases with the number of cooperative MSs, the overall achievable rate may suffer according to Equation (8.5) due to the need to exchange more information among MSs. We further explore this trade-off below with a numerical example.

### 8.2.2 Asymptotic Optimality

The scheme considered above is easily seen to be optimal for $C \to \infty$, $K_c \to \infty$ and $\frac{C^{(MS)}}{K_c} \geq R_{UB}(P)$. This can be proved by noting that the rate (Equation (8.5)) equals the upper bound (Equation (8.1)) under the conditions in the proposition above by setting $\beta = 0$ and recalling that the optimal (waterfilling) power spectral density $S(\theta)$ can be approximated arbitrarily well by the frequency response $|H_c(\theta)|^2$ in Equation (8.6) as the number of taps $2K_c + 1$ increases unboundedly; see Figure 8.1 for an illustration. Note that, in particular, this argument implies that, under the given asymptotic conditions, it is optimal to allocate all the power to the common messages.

We also remark that, while here we do not consider fading channels, it is apparent from the discussion above that the advantages of inter-cell MS cooperation are related to the possibility of optimizing
the transmission strategy based on the knowledge of the channel structure at the MSs. Therefore, inter-cell conferencing is expected not to provide any performance gain over fading channels in the absence of channel state information at the MSs. This claim can be substantiated by using the results in [121], where it is shown that, in the case of independent fading channels, even in the presence of statistical channel state information at the transmitters (i.e., at the MSs) the optimal power allocation is asymptotically uniform so that cooperation at the MSs does not provide any advantage.\footnote{This result holds for channels with column-regular gain matrices (see the definition in [121]). The channel considered here belongs to this class when $M \to \infty$.}

### 8.2.3 Low-SNR Analysis

We now further analyze the performance of the inter-cell MS cooperative scheme at hand in the low-SNR regime. The goal is to assess to what extent the minimum energy per bit required for reliable communication obtained with ideal MS cooperation is attainable with the scheme discussed above. First, we remark that from Equation (8.1), with ideal MS cooperation, we can ideally achieve

\[
\frac{E_b}{N_{0 \min, UB}} = \frac{\ln 2}{(1 + 2\alpha^2)^2}.
\]

The latter can be proved by noticing that, when the SNR tends to zero ($P \to 0$), it is optimal to allocate all the available power around the maximum value of the channel transfer function, $\max_{\theta} H(\theta)^2 = (1 + 2\alpha)^2$, which occurs at $\theta = 0$. In other words, the optimal waterfilling power allocation is $S(\theta) = \delta(\theta)$, where $\delta(\theta)$ is a Dirac delta function. This result implies, when compared with the minimum energy per bit (Equation (3.16)) attainable without MS cooperation, that MS cooperation can lead, ideally, to a power gain of $1 + 2\alpha^2$.

We now analyze Equation (8.5). In [105], the following approximation is derived:

\[
\frac{E_b}{N_{0 \min}} \approx \frac{\ln 2}{(1 + 2\alpha)^2 \left(1 - \frac{8\alpha \pi^2}{3(1 + 2\alpha)K_2^2}\right)}.
\]

\[(8.8)\]
This shows that the minimum energy per bit achievable with inter-cell MS cooperation is a decreasing function of the number $K_c$ of cooperating MSs and, as expected from the discussion above, tends to the optimal performance (8.7) by letting $K_c \to \infty$.

### 8.2.4 Numerical Results

As discussed above, increasing $K_c$ is always beneficial in obtaining a better approximation of the optimal (waterfilling) power spectral density. However, due to the finite inter-MS capacity $C^{(MS)}$, it is not necessarily advantageous in terms of the achievable rate (Equation (8.5)). To show this, Figures 8.2 and 8.3 present the achievable per-cell rate (Equation (8.5)) versus the inter-cell gain $\alpha$ along with the lower bound obtained by setting $C^{(MS)} = 0$ (which corresponds to Equation (3.12)) and the upper bound (Equation (8.1)) for $C^{(MS)} = 1$ and $C^{(MS)} = 10$ (bits/s/Hz), respectively, with $P = 2$. Figure 8.2 shows that, with $C^{(MS)} = 1$, while increasing the cooperating MSs from $K_c = 1$ to 2 increases the achievable rate, further increments of the

---

**Fig. 8.2** Achievable per-cell rates and bounds versus the inter-cell gain $\alpha$ for out-of-band MS cooperation with $C^{(MS)} = 1$ (bits/s/Hz) ($P = 2$).
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The previous section showed that with out-of-band links of sufficiently large capacity, inter-MS cooperation is able to achieve the performance promised by the upper bound obtained under the assumption of ideal MS cooperation. These gains are substantial, as precisely quantified above in the low-SNR regime. In this section, we study how much of the promised gains can be instead realized if out-of-band links are not available for inter-cell MS cooperation. Instead, the MSs are assumed

inter-MS capacity $C^{(MS)}$ are disadvantageous, according to the trade-off mentioned above. With a larger capacity $C^{(MS)} = 10$, Figure 8.3 shows that very relevant performance gains can be harnessed by increasing the number of cooperating MSs, especially from $K_c = 1$ to $K_c = 2$. Moreover, as expected from the discussion above, having sufficiently large inter-MS capacity $C^{(MS)}$ and number of cooperating MSs $K_c$ (with $C^{(MS)}/K_c \geq R_{UB}$) enables the upper bound (Equation (8.1)) to be approached.

8.3 In-Band Cooperation

The previous section showed that with out-of-band links of sufficiently large capacity, inter-MS cooperation is able to achieve the performance promised by the upper bound obtained under the assumption of ideal MS cooperation. These gains are substantial, as precisely quantified above in the low-SNR regime. In this section, we study how much of the promised gains can be instead realized if out-of-band links are not available for inter-cell MS cooperation. Instead, the MSs are assumed
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to be able to receive on the same bandwidth they use for transmission to the BSs, as detailed in Section 2.4.2 (see Figure 2.7). This reception capability of the MSs can be capitalized upon by letting the MSs convey information to adjacent MSs by encoding such information on the same signal used for transmission to the BSs.

To elaborate, we focus on a technique proposed in [106]. The technique attempts to mimic the approach used for out-of-band MS cooperation in that each MS performs rate splitting into private and common parts, and then shares the common part with $K_c$ MSs on the right and $K_c$ on the left. Note that such information exchange must occur on the same bandwidth used for communication to the BSs so that, apart from the power allocated for transmission of private and common messages, a fraction of the power should also be used for signalling the common information to nearby users. To illustrate this point, we take a brief detour and discuss a MAC with only two users and a destination.

8.3.1 Gaussian Multiple Access Channel
With In-Band Cooperation

Consider a symmetric Gaussian MAC, in which two users communicate with a destination. The signal received by the destination at time instant $t$ is given by

$$y(t) = x_1(t) + x_2(t) + z(t), \quad i = 1, 2, \ldots, n,$$

(8.9)

where the noise sequence $z(t)$ is i.i.d. complex Gaussian with unit power and we enforce a power constraint of $P$ on both transmitters. The $m$-th MS, similar to Equation (8.10), receives the following signal at time $t$:

$$y_{m}^{(MS)}(t) = \kappa x_{m'}(t) + z_{m}^{(MS)}(t),$$

(8.10)

where $m' = 2$ if $m = 1$ and $m' = 1$ if $m = 2$. Note that the noises at the destination and at the corresponding MS may be correlated, as this will not affect our results [106]. From Equation (8.10), each MS overhears the signal transmitted by the other with a channel gain $\kappa \geq 0$.

We start by observing that, with ideal cooperation, the per-user rate

$$R_{UB}(P) = \frac{1}{2} \log_2(1 + 4P)$$

(8.11)
can be achieved, since with full cooperation, a beamforming (array) gain of 2 can be attained. The rate (Equation (8.11)) provides an upper bound on the achievable rate with any form of cooperation. To assess to what extent this upper bound can be realized, we study below an achievable scheme.

Using standard tools (see, e.g., [131]), the following per-user rate \( R \) (bits/s/Hz) can be shown to be achievable:

\[
R(P) = \max_{0 \leq \beta, \nu \leq 1} \min \left\{ \frac{1}{2} \log_2(1 + 2\beta P) + R_c, \frac{1}{2} \log_2(1 + 2P + 2\nu(1 - \beta)P) \right\}, \tag{8.12}
\]

with

\[
R_c = \log \left( 1 + \frac{\kappa^2(1 - \nu)(1 - \beta)P}{1 + \kappa^2\beta P} \right). \tag{8.13}
\]

The rate (Equations (8.12) and (8.13)) is achieved again by rate splitting. However, here a further level of power allocation is necessary in order to account for inter-MS signalling. Specifically, each MS splits its rate and powers between a private and a common part, so that the rate \( R \) is split as \( R = R_p + R_c \) (as above, subscripts denote private “p” and common “c” parts), and power \( \beta P \) is devoted to private message transmission and \((1 - \beta)P\) to common message transmission. As for the out-of-band strategy, the private part is sent to the BS without any cooperation from the other MS, while transmission of the common part benefits from the cooperation with the other MS. Unlike the out-of-band strategy, in order to enable cooperative transmission, a fraction \((1 - \nu)\) of the common power \((1 - \beta)P\) must be devoted to signalling the common message to the other MS (while the rest is used for transmission to the BSs). To be precise, transmission is organized into blocks so that the information signalled in a certain block is used in the next for cooperation. Condition (Equation (8.13)) guarantees that each MS is able to decode the signalling message (of rate \( R_c \)) from the other MS. The remaining power \( \nu(1 - \beta)P \) is then employed for cooperative transmission to the BS.

It can be seen from Equation (8.12) that, if \( \kappa \) is large enough, it is optimal to invest all the power in the common message \((\beta \approx 0)\) and to
dedicate a vanishingly small portion of such power to signalling (and $\nu \simeq 1$). This way, the considered scheme approaches the upper bound Equation (8.12) set by the full-cooperation scenario.

8.3.2 An Achievable Rate

We now aim at extending the strategy presented above for a two-user Gaussian model to the Wyner model with in-band cooperation presented in Section 2.4.2 (see Figure 2.7). Using a block-based strategy similar to the one presented above, we obtain the following. As for the out-of-band strategy of the previous section, we define an integer $K_c > 0$, and a complex symmetric vector $h_c = [h_{c,0}, \ldots, h_{c,K_c}]^T$ with unit norm, $\|h_c\|^2 = 1$, and its Fourier transform $H_c(\theta)$ as in Equation (8.6). As we will see, these quantities have analogous definitions as for the out-of-band strategy. Moreover, we recall that $H(\theta) = 1 + 2\alpha \cos(2\pi \theta)$ is the transfer function accounting for the operation of the Wyner model on the signals transmitted by the MSs. It is proved in [106] that the following per-cell rate is achievable:

$$ R(P) = \max_{\beta, \nu_1, \nu_2, h_c} \min \left\{ \int_0^1 \log_2(1 + \beta P H(\theta)^2) d\theta + R_c, \right. $$

$$ \left. \int_0^1 \log_2(1 + \beta P H(\theta) + \nu_1 (1 - \beta) P |H_c(\theta)|^2 H(\theta)^2) df \right\} $$

with $0 \leq \beta, \nu_1, \nu_2 \leq 1$ and

$$ R_c = \min \left\{ \frac{1}{2} \log_2 \left( 1 + \frac{\kappa^2(1 - \beta) P(1 - \nu_1)(1 - \nu_2)}{1 + \kappa^2(2|h_{c,K_c}|^2(1 - \beta) P \nu_1 + 2\beta P)} \right), \right. $$

$$ \frac{1}{2(K_c - 1)} \log_2 \left( 1 + \frac{\kappa^2(1 - \beta) P(1 - \nu_1) (2 - \nu_2)}{1 + \kappa^2(2|h_{c,K_c}|^2(1 - \beta) P \nu_1 + 2\beta P)} \right), \right. $$

$$ \frac{1}{2K_c} \log_2 \left( 1 + \frac{\kappa^2(1 - \beta) P(1 - \nu_1)(2 - \nu_2)}{1 + \kappa^2(2|h_{c,K_c}|^2(1 - \beta) P \nu_1 + 2\beta P)} \right), \right. $$

$$ \frac{1}{2K_c - 1} \log_2 \left( 1 + \frac{\kappa^2(1 - \beta) P(1 - \nu_1)(4 - 3\nu_2)}{1 + \kappa^2(2|h_{c,K_c}|^2(1 - \beta) P \nu_1 + 2\beta P)} \right), \right. $$

$$ \left. \frac{1}{1 + K_c} \log_2 \left( 1 + \frac{\kappa^2(1 - \beta)(P/2)(1 - \nu_1)(4 - 3\nu_2)}{1 + \kappa^2(2|h_{c,K_c}|^2(1 - \beta) P \nu_1 + 2\beta P)} \right) \right\} $$

(8.15)
The rate (Equations (8.14) and (8.15)) is achieved via a block-based scheme that uses rate and power splitting in a way that resembles the scheme for the two-user Gaussian MAC described above. Specifically, as for that basic scenario, each MS divides its resources between transmission of private and common information, where the latter is transmitted cooperatively by the MSs to the BSs. Moreover, in order to enable cooperation, the MSs exchange signalling information about the common messages. The main issue is how to perform this task in an effective manner. As explained below, this can be done by using decode-and-forward techniques and exploiting the side information available at each MS regarding the signals generated at the MS itself or already decoded by it.

In Equations (8.14) and (8.15), the common-part power \((1 - \beta)P\) is divided between the power used for cooperative transmission to the BSs, given by \(\nu_1(1 - \beta)P\), and the power used for signalling to other MSs so as to enable cooperation, given by \((1 - \nu_1)(1 - \beta)P\). The latter power is in turn split between the power employed to forward signalling information received from neighbors \((\nu_2(1 - \beta)P(1 - \nu_1))\) and locally generated common information \(((1 - \nu_2)(1 - \beta)P(1 - \nu_1))\). We emphasize that the parameter \(\nu_1\) is especially critical as it accounts for the trade-off between power used for cooperative transmission to the BSs and that used for signalling among MSs. We also remark that, as shown in [106], selecting the common rate \(R_c\) as in Equation (8.15) guarantees correct decoding of the signalling messages at the MSs, while condition (Equation (8.14)) enables correct decoding at the CP.

It was noted above that for a two-user Gaussian MAC, if the MS measurements are of good enough quality, the scheme at hand is able to attain the upper bound corresponding to full cooperation. The same conclusion applies to the rate (Equations (8.12) and (8.13)) for the Wyner model at hand. In fact, if \(\kappa\) is large enough, by devoting all power to common message transmission \((\beta \simeq 0)\) and dedicating a vanishingly small portion of such power to signalling \((\nu_1 \simeq 1)\), one can get arbitrarily close to the upper bound Equation (8.1). The reasons for this are analogous to the ones provided above for out-of-band MS cooperation.
8.3.3 Numerical Results

In this section, we provide some numerical results to obtain insight into the performance and limitations of the achievable rate derived above. For comparison, we consider the rate (Equation (3.12)) achievable with no MS cooperation ($\kappa = 0$), which sets a lower bound, and the upper bound (Equation (8.1)) corresponding to ideal MS cooperation. Figure 8.4 shows the achievable rate (Equation (8.5)) versus the SNR $P$ as compared to lower and upper bounds for $\alpha = 0.8$, $\kappa^2 = 20$ dB and for different values of the number of cooperating terminals $K_c = 1, 2, 3$. It is noted that the optimal fraction of common power $v_1$ used for cooperative transmission decreases with $K_c$ (not shown), as expected, since more power is required for signalling as the number of common messages to be delivered increases. We also remark that increasing the number of cooperating MSs beyond $K_c = 3$ is deleterious in terms of achievable rates in this example, due to the limitations in terms of resources for signalling. This is consistent with the analysis above for

![Figure 8.4](image_url)
out-of-band cooperation. Also shown is the case $\kappa^2 = 30$ dB, $K_c = 2$. It is seen that, if $\kappa^2$ is sufficiently large, the proposed scheme enables relevant rate gains with respect to no cooperation, and allows the system to partially bridge the gap to the upper bound corresponding to full cooperation.

This fact is further investigated in Figure 8.5 where the rates discussed above are shown versus $\kappa^2$ for $\alpha = 0.6$ and $P = -2$ dB. Figure 8.5 confirms that, for sufficiently large $\kappa$ and $K_c$, the performance of the proposed scheme attains the upper bound of full cooperation.

### 8.4 Summary

In this section, we have studied the potential performance gains achievable with inter-cell MS cooperation and MCP for the uplink, assuming Gaussian channels. Via a low-SNR analysis, we have seen that, ideally, MS cooperation offers additional SNR (beamforming) gains on top of what is already achieved thanks to MCP. We have then investigated
to what extent such gains can be realized. Considering at first the availability of out-of-band inter-MS links, we have seen that relevant performance gains can be attained even with inter-MS links with capacities of the order of the desired per-cell sum-rates. We have then argued that, if the inter-MS links have to share the same bandwidth as the uplink transmission, then MS cooperation provides significant gains only in the presence of very strong inter-MS links.
This monograph has investigated, via information-theoretic arguments, the advantages of cooperation in cellular systems. Cooperation among the BSs, or MCP, has been shown to be able to potentially increase the capacity of the network by an amount that depends critically on the inter-cell interference span. While initial work demonstrated these performance benefits under idealistic conditions, including absence of fading and unrestricted backhaul links, the work reviewed here has confirmed the promise of MCP under more practical conditions. The performance benefits of cooperation at the MS level have been reviewed as well, along with considerations regarding the strong interplay between the design of relaying strategies and of MCP techniques. The presentation has also briefly touched upon the potential gains achievable by exploiting novel transmission strategies such as structured codes [120].

As per our goals set forth in Section 1, the treatment has focused on simple models that allowed insightful conclusions to be reached via analysis. We remark that, while the models at hand may be considered naive, comparisons with more complex, and analytically involved, models has often found the insights obtained from the simple models at
Concluding Remarks

hand valuable and reasonably accurate (see, e.g., [135]). In this regard, we emphasize that the models considered in this monograph overcome some of the limitations of the original Wyner-like models in [33, 132]. For instance, different users’ locations can be accounted for, at least to some extent, by modifying appropriately the distribution of the fading channel gains – a fact that is sometimes overlooked in related literature. In the treatment, we have emphasized the role of architectural constraints, such as limitations on the backhaul links and on the relay deployment, on the performance gains achievable through cooperative techniques. The reviewed research activity, while admittedly incomplete, provides a clear picture of the potential of cooperation in cellular systems. However, it also leaves open a number of critical issues that more refined, but likely less compact, analyses need to address. We list below some of the current research challenges.

1. More complex Wyner-type models: While the analysis has focused on linear models, more complex scenarios such as planar models or models with random interfering spans are of interest in practice. We note that planar models have received some attention, starting with the original paper by Wyner [132] (see also [10, 99]), but many of the aspects covered in this text for linear models are yet to be addressed. We also remark that treatment of such models motivates further mathematical research in random matrix theory, e.g., on band random matrices.

2. Channel State Information (CSI) availability: CSI is known to constitute a bottleneck on the system performance in some operating regimes (see, e.g., [120]). For instance, CSI issues may affect the ability of the network to enlarge the size of cell clusters for MCP. Bounds on the capacity under channel uncertainty are then needed. Moreover, the implications of limited backhaul capacity on the collection and distribution of CSI are critical aspects yet to be explored. Novel concepts such as retrospective CSI, which allows “completely stale” CSI to be profitably used, are potentially of interest as well [70, 72, 134].
3. *Interference alignment*: The current state-of-the-art around the idea of interference alignment, summarized in [40], leaves open the question as to what is the potential role of such techniques in complex systems with practical limitations on CSI and coordination.

4. *MIMO cellular systems*: In the monograph, we have assumed single-antenna BSs and MSs. Extension of the analysis to multiantenna nodes is timely and of great practical interest. We note that the analysis of this setting is related to the study of DS-CDMA presented in Section 4.

5. *Structured codes*: While some initial effort in applying structured codes to cellular system has been reported in Section 5.1.4, further work is needed in order to assess the relevance of this technology under more general conditions.

6. *Green networking and energy efficiency*: Toward the goal of reducing the energy expenditure of the network [34], various techniques become of interest, such as cell-site duty cycling. Analysis of such scenarios could benefit from the techniques developed in [60, 115].
Channels with random states known at the transmitter have attracted considerable attention by the research community in view of their central role in many settings of practical interest (see, e.g., [44] for an elaborate review). Here we review the so-called Gel'fand and Pinsker (GP) problem, along with the Dirty Paper Coding (DPC) technique.

A.1 GP and DPC

The capacity of the single-user memoryless channel with random parameters ("states") has been obtained by Gel'fand and Pinsker (GP) in [27], while assuming that the state sequence is completely known noncausally at the transmitter but unknown at the receiver. The corresponding (memoryless) channel is defined via the conditional probability \( p(y|x,s) \), where \( X \) is the channel input, \( Y \) is the channel output, and \( S \) is the (input independent) state. The latter is assumed to be i.i.d. over channel uses with distribution \( p(s) \). The capacity of this channel is given in the following form of an optimization problem [27] over the conditional distributions of an auxiliary random variable,
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\( U \), and the channel input given the interference sequence:

\[
\bar{C} = \sup_{p(x,u|s)} \{ I(U; Y) - I(U; S) \}. \tag{A.1}
\]

Furthermore, it can be shown that it is enough to take the supremum over all joint distributions such that the channel input is a \textit{deterministic function} of the auxiliary random variable and the interference [12], i.e.,

\[
p(x,u|s) = 1 \{ x = f(u,s) \} p(u|s), \tag{A.2}
\]

where \( f(u,s) \) is some deterministic function.

A particular case of the GP setting is a channel of the form

\[
Y = X + S + Z, \tag{A.3}
\]

where \( Z \sim \mathcal{N}(0,N) \) is additive Gaussian noise, \( S \sim \mathcal{N}(0,Q) \) is additive Gaussian interference independent of \( Z \), and the input is constrained by \( E[X^2] \leq P \). This channel was considered by Costa in [15], and the setting was coined “writing on dirty paper”. Costa’s remarkable result was that the GP capacity (Equation (A.1)) for this channel is the same as if the interference were not present, i.e., \( \frac{1}{2} \log(1 + \frac{P}{N}) \). The capacity is obtained letting \( p(u|s) \) be a Gaussian distribution \( \mathcal{N}(\alpha S, P) \) and \( f(u,s) = u - \alpha s \), where \( \alpha \) is some constant. Costa showed that the optimum choice for \( \alpha \) in this setting is \( \alpha = \frac{P}{P+\alpha} \). Thus, the proposed coding technique, commonly referred to as “dirty paper coding”, completely eliminates the impact of interference, while being fully known noncausally at the transmitter.

It was later shown in [14] that the same rate can be achieved for arbitrary noise distribution, provided that the interference is Gaussian i.i.d., or for arbitrary interference distribution provided that the noise is Gaussian (possibly colored). This was extended in [23, 147] to arbitrary interference (arbitrary interference statistics, or even arbitrary interference sequences, where the transmitter knows the individual sequence but ignores its statistics), provided that the transmitter and receiver share a common dither signal. The DPC scheme was extended to vector Gaussian interference channels in [139, 140]. The choice of the constant \( \alpha \) has also been studied from a variety of standpoints (see, e.g., [25, 26]).
A.2 Application to Broadcast Channels

We now consider the application of DPC to a MIMO Gaussian broadcast channel (GBC). We keep the discussion general and consider a MIMO GBC, in which the transmitter has $M$ antennas and the $k$-th user, $k = 1, \ldots, K$, has $r_k$ antennas. The $r_k \times 1$ signal received by the $k$-th user can be written as

$$y_k = H_k x + z_k,$$  \hspace{1cm} (A.4)

where $x$ is the $M \times 1$ transmitted signal, $H_k \in \mathbb{C}^{r_k \times M}$ denotes the channel transfer matrix from the transmitter to the receiver of user $k$, and $z_k$ is the vector of uncorrelated unit-power complex Gaussian noises affecting user $k$, $k = 1, \ldots, K$. We can rearrange the received signals in a matrix form as

$$y = \begin{bmatrix} H_1 \\ \vdots \\ H_K \end{bmatrix} x + \begin{bmatrix} z_1 \\ \vdots \\ z_K \end{bmatrix} \triangleq Hx + z.$$ \hspace{1cm} (A.5)

We denote the covariance matrix of the transmitted signal as $\Sigma_x \triangleq E\{xx^\dagger\}$, and assume that the transmitter is subject to an average power constraint $\text{Tr}\Sigma_x \leq P$. The focus in the following is first on the case in which the channel transfer matrix $H$ is fixed throughout the transmission, while assuming full channel state information is available to the transmitter and the receivers. Note that in the MCP scenarios considered in the text (see Equation (2.6)), the transmitter consists of the $M$ BSs, we have $r_k = 1$ and the number of users is $KM$. The use of $K$ here for the total number of users should not create confusion.

The application of the DPC scheme for the MIMO GBC has been suggested by Caire and Shamai in [12]. Considering first for simplicity the two-user case ($K = 2$), the idea is to use Gaussian coding for encoding the information of user 2, and then encode the information of user 1 using the DPC scheme while treating the (encoded) signal to be transmitted to user 2 as an additive interference signal known noncausally at the encoder. The actual channel input (the transmitted signal) is the superposition of the encoded signals of the two users. At the receiving ends, user 2 decodes the Gaussian code and suffers from
an additional Gaussian interference, due to the signal transmitted to user 1. User 1, on the other hand, due to the DPC scheme employed at the transmitter, effectively experiences no interference and decodes its data as if the signal intended for user 2 were not present. Obviously, the role of the users can be reversed, as the particular encoding order affects the achievable rates of each. This successive encoding scheme can be naturally extended to more than two users, as discussed below.

Consider the general MIMO GBC introduced above. Based on the extension of DPC to vector channels in [139], the DPC achievable region for the MIMO GBC can be defined as (see Equation (A.4))

\[
\mathcal{R}_{\text{DPC}}(P, H_{1,\ldots,K}) = \text{conv}\left\{ \bigcup_{\pi \in \Pi} \bigcup_{\Sigma_1,\ldots,K} \left( R_{1,\ldots,K}^{\text{DPC}}(\pi, \Sigma_1,\ldots,K, H_{1,\ldots,K}), \ldots, R_{K,\ldots,K}^{\text{DPC}}(\pi, \Sigma_1,\ldots,K, H_{1,\ldots,K}) \right) \right\},
\]

(A.6)

where \( \Pi \) is the set of all permutations on \( \{1,\ldots,K\} \), and the permutation \( \pi \in \Pi \) corresponds to a reverse encoding order such that user \( \pi_{k+1-j} \) is the \( j \)-th user to be encoded. The unions in Equation (A.6) are taken over all possible encoding orders, and over all power allocation matrices \( \Sigma_k \triangleq E\{x_kx_k^\dagger\} \succeq 0 \) for all \( k \) (with \( x_k \) representing the transmit vector corresponding to user \( k \), and \( x = \sum_{k=1}^K x_k \)), such that \( \text{Tr}(\sum_{k=1}^K \Sigma_k) \leq P \). The rates \( R_{ik}^{\text{DPC}} \) are defined through

\[
R_{ik}^{\text{DPC}}(\pi, \Sigma_1,\ldots,K, H_{1,\ldots,K}) = \log \frac{\det(H_{\pi_k}(\sum_{j=1}^{k-1} \Sigma_{\pi_j})H_{\pi_k}^\dagger + I)}{\det(H_{\pi_k}(\sum_{j=1}^{k-1} \Sigma_{\pi_j})H_{\pi_k}^\dagger + I)}
\]

for \( k = 1,\ldots,K \). (A.7)

The key importance of the DPC region stems from the fact that it determines the entire capacity region of the MIMO GBC, as was proved in [130]. The result therein in fact extends the optimality of the DPC region to more general input constraints than the sum-power constraint, as stated as follows. Let \( S \) be a compact set of positive semidefinite \( M \times M \) matrices and consider the MIMO GBC in Equation (A.4) with
input constraint $E \{xx^\dagger\} \preceq S$ for some $S \in \mathcal{S}$. Then, the capacity region of this channel is given by

$$C_{\text{BC}}(S, H_1, \ldots, K) = \bigcup_{S \in \mathcal{S}} R_{\text{DPC}}(S, H_1, \ldots, K).$$

(A.8)

So far, the discussion has assumed the channels composing the transfer matrix $H$ in Equation (A.4) to be fixed. When the channels are time-varying and ergodic, while retaining the assumptions of full channel state information at the transmitter and receivers, the ergodic capacity region of the MIMO GBC is obtained by averaging Equation (A.8) with respect to the channel statistics (while modifying the constraints to be on the average input constraints). It is noted here that this motivates the search for power allocation schemes for the ergodic time varying channel. Some aspects of the problem are investigated for example in [41, 42, 46, 76], and references therein.
Here we provide a brief introduction to the concept of uplink–downlink duality. For generality, we focus on the MIMO GBC introduced in Appendix A. Although the capacity region of the MIMO GBC is known as discussed in Appendix A, some considerable difficulties still remain. More specifically, the DPC achievable region specified in Equation (A.6) has no closed-form solution for its boundary points. Also, since the per-user rates $R_{i}^{\text{DPC}}(\pi, \Sigma; \mathbf{H})$ in Equation (A.7) are neither concave nor convex, the direct numerical analysis of the boundaries of the DPC achievable region is a formidable task. To overcome this problem, it is useful to consider a dual MAC, and exploit the duality properties of the MAC and broadcast channel (BC), referred to also as “uplink–downlink duality”.

The dual uplink is defined as a MAC with $K$ users, equipped with $r_k$ ($k = 1, \ldots, K$) antennas, each transmitting to a receiver equipped with $M$ antennas. The channel transfer matrices between the $k$-th user and the receiver are given by $\mathbf{H}^\dagger_k$, where $\mathbf{H}_k$, $k = 1, \ldots, K$, are the channel transfer matrices of the original BC as defined in Equation (A.5). The
general channel model for this dual uplink is given by

\[ \tilde{y} = \sum_{k=1}^{K} \mathbf{H}_k \tilde{x}_k + \tilde{z}, \]  

(B.1)

where the notation (\(\tilde{\cdot}\)) is used to designate quantities corresponding to the dual uplink. Here \(\tilde{z}\) denotes the \(M \times 1\) zero-mean complex Gaussian noise at the dual uplink's receiver (\(\tilde{z} \sim \mathcal{N}_c(0, \mathbf{I}_{[M \times M]})\)), and \(\tilde{x}_k, k = 1, \ldots, K, \) are the channel inputs due to the \(K\) users. Assume the following individual covariance matrix constraint 

\[ \mathbf{E}\{\mathbf{x}_k \mathbf{x}_k^\dagger\} \preceq \tilde{\mathbf{P}}_k, \]  

\(k = 1, \ldots, K,\) Then, using the fact that the vertices of the MAC's capacity region are achieved by Gaussian codes and successive decoding, the capacity region of the dual uplink can be written as 

\[ \tilde{\mathcal{C}}_{\text{MAC}}(\tilde{\mathbf{P}}_1, \ldots, K, \mathbf{H}_1^\dagger, \ldots, K) \]

\[ = \text{conv} \left\{ \bigcup_{\pi \in \Pi} \{ (R_1, \ldots, R_K) : R_k = R_k^{\text{MAC}}(\pi, \tilde{\mathbf{P}}_1, \ldots, K, \mathbf{H}_1^\dagger, \ldots, K) \forall i \} \right\}, \]  

(B.2)

where \(\pi\) is the decoding order such that \(\pi_j\) corresponds to the \(j\)-th user to be decoded (note the difference with respect to Equation (A.6)), and where 

\[ R_k^{\text{MAC}}(\pi, \tilde{\mathbf{P}}_1, \ldots, K, \mathbf{H}_1^\dagger, \ldots, K) \]

\[ = \log \det \left( \mathbf{I} + \left( \sum_{j=i+1}^{K} \mathbf{H}_{\pi_j}^\dagger \tilde{\mathbf{P}}_{\pi_j} \mathbf{H}_{\pi_j} + \mathbf{I} \right)^{-1} \mathbf{H}_{\pi_i}^\dagger \tilde{\mathbf{P}}_{\pi_i} \mathbf{H}_{\pi_i} \right). \]  

(B.3)

Consider now a MAC with a total power constraint 

\[ \sum_{k=1}^{K} \text{Tr} \left( E\{\mathbf{x}_k \mathbf{x}_k^\dagger\} \right) \leq P \]  

(i.e., a constraint on the sum of the powers of all users). In this case, the capacity region of the MAC is given by [138]

\[ \mathcal{C}_{\text{Union}}(P, \mathbf{H}_1^\dagger, \ldots, K) = \bigcup_{\text{Tr}(\sum_{k=1}^{K} \mathbf{P}_k) \leq P} \tilde{\mathcal{C}}_{\text{MAC}}(\tilde{\mathbf{P}}_1, \ldots, K, \mathbf{H}_1^\dagger, \ldots, K), \]  

(B.4)

where the union is over all matrices \(\tilde{\mathbf{P}}_k \succeq 0 \forall k,\) such that 

\[ \text{Tr} \left( \sum_{k=1}^{K} \tilde{\mathbf{P}}_k \right) \leq P. \]  

The duality between this capacity region for the
MIMO MAC of Equation (A.5) and the DPC achievable region for the BC of Equation (A.5), was established in [127, 128] and can be stated as

$$C_{\text{Union}}(P, H_1^{\dagger}, ..., K) = R_{\text{DPC}}(P, H_1^{\dagger}, ..., K),$$

(B.5)

where $R_{\text{DPC}}(P, H_1^{\dagger}, ..., K)$ is given in Equation (A.6).

In addition to the general statement of capacity region duality presented above, a MAC-to-BC transformation is proposed in [127]. The transformation finds, for any set of input covariance matrices, and a given decoding order $\pi$ of the users in the MAC while assuming successive cancellation at the receiver, a set of BC transmit covariance matrices (one per each of the users) with the same sum power as that of the MAC input covariance matrices, that achieve the same rate vector in the BC with the reverse encoding order $\pi$ (and vice versa). That is, the transformation guarantees that $P_{k}^{\text{MAC}}(\pi, \tilde{P}_{1,...,K}, H_1^{\dagger}, ..., K) = R_k^{\text{DPC}}(\pi, \Sigma_{1,...,K}, H_1^{\dagger}, ..., K)$ (note again the different interpretation of $\pi$ in both cases). The duality relation of Equation (B.5) enables the characterization of the boundaries of the DPC region by means of the convex dual MAC capacity region. The boundaries of $C_{\text{Union}}(P, H_1^{\dagger}, ..., K)$ can be calculated using interior-point methods [9].

The uplink–downlink duality principle turns out to be particularly useful for obtaining the MIMO GBC sum-rate capacity. In fact, results for the sum-rate capacity of the MIMO GBC preceded the derivation of the full capacity region. It was already shown in [12, 127, 128, 140] that the DPC strategy achieves the sum-rate capacity of the MIMO GBC, that is,

$$C_{\text{BC}}(P, H_1^{\dagger}, ..., K) = \max_{R_1,...,K \in R_{\text{DPC}}(P, H_1^{\dagger}, ..., K)} \sum_{k=1}^{K} R_k.$$  

(B.6)

The above result, in the most general form, was proved using the Sato upper bound [88] (an approach originally suggested in [12]) in order to give an upper limit on the sum-rate capacity, and then showing that this upper bound is achievable with the DPC scheme. Accordingly, the capacity of the cooperative channel (i.e., allowing the users’ receivers to cooperate in order to decode a single message) is used as an upper bound on the sum-rate capacity of the BC. Since in the BC the users
cannot cooperate, the actual sum-rate capacity of the GBC is independent of the correlations between the noise vectors at the receivers of each of the users. The sum-rate capacity is therefore bounded by the corresponding capacity of the cooperative channel with the “least favorable” noise vector \( z \), with structure as in Equation (A.5), where the marginals of the vectors \( \{ z_k \} \) have identity (or smaller) covariance matrices (as originally defined in Equation (A.5)). We note here that the proof in [140] does not rely on uplink–downlink duality, but rather on a decision-feedback equalization approach where the decision-feedback equalizer is employed as a joint receiver in the cooperative BC (an approach that enabled the proof to hold not only for a sum-power constraint but for general convex input constraints).

Particularizing, however, to the case of single-antenna users, then using the uplink–downlink duality principle, the downlink sum-rate capacity can be compactly formulated by means of the following maximization problem [127, 128]:

\[
C_{BC}(P) = \sup_{D \in \mathcal{A}} \log \det(I + H^\dagger DH),
\]

(B.7)

where \( \mathcal{A} \) is the set of \( K \times K \) diagonal matrices \( D \) with \( \text{Tr} D \leq P \). As can be observed the \( \log \det(\cdot) \) expression to be maximized is the expression for the sum-rate capacity of the single-user MIMO channel, with the difference that the maximization is over diagonal input covariance matrices, which is due to the fact that no user cooperation can be assumed in the dual uplink.

The sum-rate expressions of Equations (B.6) and (B.7) address the case in which the downlink is subject to a total input power constraint. However, with MCP, one has to deal with individual per-antenna power constraints. In [141] a connection is established between the duality of the Gaussian vector MAC and BC, and the Lagrangian duality in minimax optimization (the reader is referred to [137] for an elaborate discussion in this framework). This new minimax duality allows the optimal transmit covariance matrix and the least-favorable noise for the BC to be characterized in terms of the dual variables. Further, it allows BC–MAC duality to be generalized to BCs with arbitrary linear constraints. In particular, it is shown that the sum-rate capacity of the Gaussian multi-antenna BC, with individual per-antenna power
constraints $[\Sigma_x]_{k,k} \leq P_k$, is the same as the sum capacity of a dual MAC with a sum power constraint, and with a diagonal and uncertain noise:

$$\min_{\Lambda_x} \max_{\Lambda_z} \log \frac{\det(\Lambda_x + H^\dagger \Lambda_z H)}{\det(\Lambda_z)},$$

(B.8)

where $\Lambda_x$ and $\Lambda_z$ are diagonal with $\text{Tr} \Lambda_x \leq 1$, and $\sum_k P_k [\Lambda_z]_{k,k} \leq 1$ (note that the per-antenna power constraints are incorporated in the noise constraint in the dual problem). This reduces to Equation (3.20) for the scenario of interest in Section 2. We refer to [148] for further results on uplink-downlink duality.
The CEO Problem

The Chief Executive Officer (CEO) problem refers to the distributed source coding setting of Figure C.1. The formulation consists of a single random source $X$ which is measured by many “agents” subject to some noise. The agents need to forward their observations to the CEO. The CEO wishes to use the observations in order to estimate the source $X$. The agents communicate to the CEO through unidirectional links from each of them to the CEO. These links have finite capacities. The objective is to minimize the average distortion of the estimation at the CEO, given the finite capacities of the links between the agents and the CEO. Note that, when the links are of infinite capacity, the problem reduces to a simple estimation problem.

For a more formal description of the problem, let $X^n$ be an i.i.d. source of $n$ symbols, and let the received signals at $M$ agents be $\{Y^n_i\}_{i=1}^M$. The received signals are generated in an i.i.d. fashion according to the conditional probability $P_{Y_i|X}(y_i|x)$. All agents are connected to the CEO with links with finite capacities of $\{C_i\}_{i=1}^M$ bits per source symbol, respectively. The estimate $\hat{X}^n$ at the receiver is produced based on the messages received from the agents. The objective is to minimize the average distortion between $X^n$ and $\hat{X}^n$ for some distortion metric.
Fig. C.1 The CEO setting. A source $X$ is observed by two agents through a memoryless channel. The agents process their measurements and forward messages to the destination, which is referred to as the CEO. The CEO reproduces the estimate $\hat{X}$. Note that the agents cannot cooperate in sending their messages to the CEO.

The CEO problem was introduced by Berger et al. [6], where both upper and lower bounds on the minimum sum-rate required to obtain a given distortion level were derived. In particular, [6] showed that, when the number of agents is taken to infinity, i.e., $M \to \infty$, the distortion is nonzero even if the sum-rate is larger than the entropy of $X$, that is, $\sum_{i=1}^{M} C_i > H(X)$. This conclusion demonstrates the loss due to the fact that the physically separated agents are not able to cooperate before forwarding their messages to the CEO. In fact, if the agents could pool together their observations, as $M \to \infty$, they could first estimate $X$ to an arbitrary degree of accuracy (e.g., for additive noise channels $P_{Y_i|x}(y_i|x)$), and then convey the latter to the CEO with sum-rate equal to $H(X)$.

The compression scheme proposed in [6] employs random coding, in which the signal $Y_i^n$ received by the $i$-th agent is compressed using a given codebook $U^n_i$. This compression step allows $Y_i^n$ to be represented as $U^n_i$ within some average distortion. This step is sufficient to achieve optimality (in terms of minimum required rate for a given distortion level) in the case of a single agent. But, in the case of more than one agent, the compressed codewords from the agents are typically dependent, due to the correlation of the received signals $Y_i^n$. Therefore, additional compression gains can be acquired by leveraging such correlation. A standard way to do this is via partitioning or binning of the compression codebook $U^n_i$. The basic idea is that each agent will inform the CEO only about the partition (or bin) in which the compressed codeword $U^n_i$ is located. The CEO will then recover all the codewords $U^n_i$ for $i = 1, \ldots, M$ via joint decoding by leveraging the signal
correlations. This binning operation leads to optimal performance in some scenarios, such as lossless compression [109] and lossy compression with side information [133]. It is, however, not necessarily optimal for the CEO problem. Note that the CEO estimates the source letter-by-letter using classical estimation theory for i.i.d. sources, based on the codewords $U^n_i$ for $i = 1, \ldots, M$.

Reference [6] mainly considered discrete-alphabet signals. Further work, such as [80, 129], extended several derivations done in [6] to continuous-alphabet signals with quadratic distortion measure and Gaussian statistics. A full solution for this setting is given in [81] and [83]. The CEO problem has also been treated in many other papers from different standpoints. For example, reference [146] derived a lattice based approach to the CEO problem and [71, 129] presented practical approaches for implementing CEO systems.
In this appendix, we provide a brief introduction to some of the results of random matrix theory that have found application to the study of cellular systems, as reviewed in this monograph. The treatment is based on [121], to which we refer for further discussion.

D.1 Preliminaries

Most of the literature that studies various aspects of cellular systems eventually deals with memoryless linear vector channels of the form

\[ y = Hx + n, \quad (D.1) \]

where \( x \) is the \( K \)-dimensional input vector, \( y \) is the \( N \)-dimensional output vector, the \( N \)-dimensional vector \( n \) models an additive zero-mean circularly symmetric Gaussian noise, and \( H \) is the \( N \times K \) random channel transfer matrix. All the above quantities are in general complex-valued. The above model applies to a wide variety of system settings incorporating in particular the impacts of fading, multi-antenna, and multicell systems, as discussed in this monograph.

In addition to aspects such as input constraints, the information available at either transmitter(s) or receiver(s) and the level of
cooperation between them, system performance in the different settings that can be described by Equation (D.1) heavily depends on the statistical properties of the entries of \( \mathbf{H} \). In particular, as discussed in Section 3 (Section 3.1.2), a key tool for system performance analysis in such cases is the characterization of the singular value distribution of \( \mathbf{H} \), or of related quantities.

To see that, let \( F^n_A \) denote the empirical cumulative distribution function of the eigenvalues of an \( n \times n \) Hermitian matrix \( \mathbf{A} \) (also referred to as the “spectrum”, or “empirical distribution” [121]). It is defined as

\[
F^n_A(x) = \frac{1}{n} \sum_{i=1}^{n} 1\{\lambda_i(\mathbf{A}) \leq x\},
\]

where \( \lambda_1(\mathbf{A}), \ldots, \lambda_n(\mathbf{A}) \) are the eigenvalues of \( \mathbf{A} \) and \( 1\{\cdot\} \) is the indicator function. This definition was used in Equation (3.11), but here we emphasize its dependence on the dimension of the matrix. If \( F^n_A \) converges as \( n \to \infty \), then the corresponding limit (also referred to as the asymptotic spectrum, or asymptotic empirical distribution) is denoted by \( F^A \) [121].

Assume now that the entries of the input vector \( \mathbf{x} \) are i.i.d. and Gaussian, then the normalized input–output mutual information of (D.1) conditioned on the channel matrix \( \mathbf{H} \) is

\[
\frac{1}{N} I(\mathbf{x}; \mathbf{y}|\mathbf{H}) = \frac{1}{N} \log \det(\mathbf{I} + \text{SNR} \mathbf{HH}^\dagger)
= \frac{1}{N} \sum_{i=1}^{N} \log(1 + \text{SNR} \lambda_i(\mathbf{HH}^\dagger))
= \int_0^\infty \log(1 + \text{SNR} x) \cdot F^N_{\mathbf{HH}^\dagger},
\]

where \( \text{SNR} \) denotes the transmit SNR,

\[
\text{SNR} = \frac{NE\{\|\mathbf{x}\|^2\}}{KE\{\|\mathbf{n}\|^2\}},
\]

and \( \lambda_i(\mathbf{HH}^\dagger) \) denotes the \( i \)-th squared singular value of \( \mathbf{H} \). Further assuming that the channel is stationary and ergodic, and that its realizations are known at the receiver, the expectation of Equation (D.3)
with respect to $H$ gives the ergodic channel capacity (per degree of freedom). Alternatively, treating the mutual information in Equation (D.3) as a random variable, its distribution specifies the outage capacity [8].

Another performance measure of practical interest is the MMSE achieved by linear processing of the received signals, which also determines the maximum achievable output SINR. For an arbitrary $N \times K$ matrix $H$, recall that the nonzero singular values of $H$ and $H^\dagger$ are identical, and hence [121]

$$NF_{HH^\dagger}^N - N \mathcal{U}(x) = KF_{H^\dagger H}^K - K \mathcal{U}(x), \tag{D.5}$$

where $\mathcal{U}(x)$ is the unit-step function ($\mathcal{U}(x) = 0$, $x \leq 0$; $\mathcal{U}(x) = 1$, $x > 0$). It then follows that for i.i.d. inputs, the arithmetic mean of the MMSE (which is a function of $H$) is given by [124]

$$\frac{1}{K} \min_{M \in \mathbb{C}^{K \times N}} E \{ \| x - My \|^2 \} = \frac{1}{K} \text{Tr}((I + \text{SNR}H^\dagger H)^{-1})$$

$$= \frac{1}{K} \sum_{i=1}^{K} \frac{1}{1 + \text{SNR} \lambda_i(H^\dagger H)}$$

$$= \int_0^\infty \frac{1}{1 + \text{SNR} \cdot x} \cdot F^K_{H^\dagger H}$$

$$= \frac{N}{K} \int_0^\infty \frac{1}{1 + \text{SNR} \cdot x} \cdot F^N_{HH^\dagger} - \frac{N - K}{K}, \tag{D.6}$$

where the expectation is with respect to $x$ and $n$, and the last equality follows from Equation (D.5). The two performance measures are coupled through the following relation (see an elaboration in [31]):

$$\text{SNR} \frac{\partial}{\partial \text{SNR}} \log \det(I + \text{SNR}HH^\dagger) = K - \text{Tr}((I + \text{SNR}H^\dagger H)^{-1}). \tag{D.7}$$

The above examples let us conclude that the empirical distribution of the squared singular values of the channel matrix $H$ determines both the capacity and the MMSE with linear processing for the channel in Equation (D.1). In the simple case in which the entries of $H$ are i.i.d. and Gaussian, the expected empirical distribution of
the squared singular values can be explicitly expressed. In many other cases of interest useful results and insights can be obtained by focusing on the asymptotic regime, in which the number of rows and columns of $H$ both go to infinity, while their ratio goes to some arbitrary constant. In this regime, the empirical (squared) singular value distribution converges (for certain cases of interest) to a limiting deterministic distribution. Furthermore, the convergence of the asymptotic distribution is insensitive to the actual probability distribution function (p.d.f.) of the random entries of $H$, the results exhibit an ergodic behavior, and the convergence to the asymptotic limit is fast. Analyses based on asymptotic random matrix theory can therefore be considered to provide good predictions of the performance of practical finite dimensional systems, a fact that has motivated the extensive use of these tools in recent years.

In the following subsections, a representative sample of useful random matrix theory results is briefly reviewed, focusing on those results mostly relevant to the problems investigated in this monograph. The review in this appendix is based heavily on [121], which includes an outstanding comprehensive summary of the state-of-the-art in this field. This appendix is provided mainly to make the current monograph more self-contained. The reader is referred to [121] and references therein for proofs and a more detailed description of the results. A related reference is also [16].

**D.2 Transforms**

In many wireless communications problems of interest the limiting spectrum of the random matrix of concern cannot be obtained in an explicit form, but rather in terms of certain transforms of its distribution. Fortunately, these transforms can be related to system performance measures of interest, and therefore provide useful analytical tools. In the following, some key transforms are briefly reviewed.

**D.2.1 Stieltjes Transform**

The Stieltjes transform of a cumulative distribution function $F_X(\cdot)$ of a real-valued random variable $X$ is defined by the following function of
complex arguments:

\[ S_X(z) = E\left\{ \frac{1}{X - z} \right\} = \int_{-\infty}^{\infty} \frac{1}{\lambda - z} dF_X(\lambda). \quad (D.8) \]

It is customary to restrict the domain of \( S_X(z) \) to arguments having positive imaginary parts. Also, by Equation (D.8) the signs of the imaginary parts of \( z \) and \( S_X(z) \) coincide. The Stieltjes transform has the following inversion formula:

\[ f_X(\lambda) = \lim_{\omega \to 0^+} \frac{1}{\pi} \text{Im}\left[ S_X(\lambda + j\omega) \right] \quad (D.9) \]

where \( f_X(\lambda) \) is the p.d.f. of the random variable \( X \).

### D.2.2 \( \eta \)-Transform

The \( \eta \)-transform of a nonnegative random variable \( X \) is

\[ \eta_X(\gamma) = E\left\{ \frac{1}{1 + \gamma X} \right\} \quad (D.10) \]

where \( \gamma \) is a nonnegative real number (thus \( \eta_X(\gamma) \in (0,1] \)). The \( \eta \)-transform has an engineering interpretation. In particular, in many cases of interest, such as multiuser systems, the \( \eta \)-transform gives the ratio of the expected SINR at the output of a linear MMSE (multiuser) receiver, and the single-user SNR, corresponding to the notion of multiuser efficiency in multiuser detection [124]. The \( \eta \)-transform is also related to the Stieltjes transform through

\[ \eta_X(\gamma) = \frac{S_X\left(-\frac{1}{\gamma}\right)}{\gamma}, \quad (D.11) \]

which either requires analytic continuation or the inclusion of the negative real line in the domain of \( S_X(\cdot) \) [121].

### D.2.3 Shannon Transform

The Shannon transform of a nonnegative random variable \( X \) is defined as

\[ \mathbb{V}_X(\gamma) = E\{ \log(1 + \gamma X) \}, \quad (D.12) \]
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where $\gamma$ is a nonnegative real number. The Shannon transform is related to the Stieltjes and $\eta$-transform through [121]

$$\frac{\gamma}{\log_e \partial \gamma} V_X(\gamma) = 1 - \frac{1}{\gamma} S_X \left( -\frac{1}{\gamma} \right)$$

$$= 1 - \eta_X(\gamma). \quad (D.13)$$

The Shannon transform of the empirical distribution of the eigenvalues of $\mathbf{HH}^\dagger$ gives the ergodic capacity of the Gaussian linear vector channel in Equation (D.1) for i.i.d. inputs (see Equation (D.3)).

D.3 Asymptotic Results

The following subsections include some of the main results on the limiting empirical eigenvalue distribution of random matrices of particular relevance to this monograph.

D.3.1 The Marčenko–Pastur Law and Its Generalizations

**Theorem D.1** [75, 121, Theorem 2.35]. Consider an $N \times K$ matrix $\mathbf{H}$ whose entries are independent zero-mean complex (or real) random variables with variances $\frac{1}{N}$ and fourth moments of order $O\left(\frac{1}{N^2}\right)$. As $K, N \to \infty$ with $\frac{K}{N} \to \beta$, the empirical distribution of $\mathbf{HH}^\dagger$ converges almost surely to a nonrandom limiting distribution having density function

$$f_\beta(x) = \left(1 - \frac{1}{\beta}\right)^+ \delta(x) + \frac{\sqrt{(x - a)^+ (b - x)^+}}{2\pi \beta x} \quad (D.14)$$

where $(z)^+ = \max(0, z)$ and

$$a = (1 - \sqrt{\beta})^2, \quad b = (1 + \sqrt{\beta})^2.$$

The distribution in Equation (D.14) gives the Marčenko–Pastur law with ratio index $\beta$. It is noted that the zero-mean condition for the entries of $\mathbf{H}$ can be relaxed to entries having identical means, and the condition on their fourth moments can be relaxed to a Lindeberg-type
condition ([4, Theorem 2.8]):

$$\frac{1}{\delta^2 K} \sum_{i,j} E \left\{ |H_{i,j}|^2 I\{|H_{i,j}| \geq \delta\} \right\} \to 0 \quad \forall \delta > 0.$$ \hspace{1cm} (D.15)

The limiting empirical distribution of the eigenvalues of $HH^\dagger$ converges almost surely to a nonrandom limit whose density function is

$$\tilde{f}_\beta(x) = (1 - \beta)\delta(x) + \beta f_\beta(x)$$

$$= (1 - \beta)^+ \delta(x) + \frac{\sqrt{(x-a)^+(b-x)^+}}{2\pi x} .$$ \hspace{1cm} (D.16)

**Theorem D.2** [75, 101, 121, Theorem 2.38]. Let $H$ be an $N \times K$ matrix whose entries are i.i.d. complex random variables with zero means and variances $\frac{1}{N}$. Further, let $T$ be a $K \times K$ real diagonal random matrix whose empirical eigenvalue distribution converges almost surely to the distribution of a random variable $T$, and let $W_0$ be an $N \times N$ Hermitian complex random matrix with empirical eigenvalue distribution converging almost surely to a nonrandom distribution whose Stieltjes transform is $S_0$. Then, if $H$, $T$, and $W_0$ are independent, the empirical eigenvalue distribution of

$$W = W_0 + HTH^\dagger$$ \hspace{1cm} (D.17)

converges almost surely, as $K, N \to \infty$ with $\frac{K}{N} \to \beta$, to a nonrandom distribution whose Stieltjes transform $S(\cdot)$ satisfies

$$S(z) = S_0 \left( z - \beta E \left\{ \frac{T}{1 + TS(z)} \right\} \right).$$ \hspace{1cm} (D.18)

Particularizing to the case in which $W_0 = 0$, while relaxing the conditions to a Hermitian matrix $T$, the following results for the $\eta$-transform and Shannon transform of the limiting empirical eigenvalue distribution can be derived based on [100].

**Theorem D.3** [121, Theorem 2.39]. Let $H$ be an $N \times K$ matrix whose entries are i.i.d. complex random variables with variances $\frac{1}{N}$. Further, let $T$ be a $K \times K$ Hermitian nonnegative random matrix,
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independent of $H$, whose empirical eigenvalue distribution converges almost surely to a nonrandom limit. Then, the empirical eigenvalue distribution of $HTH^\dagger$ converges almost surely, as $K, N \to \infty$ with $\frac{K}{N} \to \beta$, to a distribution whose $\eta$-transform $\eta_{HTH^\dagger}(\cdot)$ satisfies

$$1 = \eta + \beta(1 - \eta_T(\gamma \eta)), \quad (D.19)$$

while its Shannon transform satisfies

$$V_{HTH^\dagger}(\gamma) = \beta V_T(\eta_T) + \log \frac{1}{\eta} + (\eta - 1) \log e, \quad (D.20)$$

where $\eta$ stands for the corresponding value of $\eta_{HTH^\dagger}(\cdot)$.

The condition of i.i.d. entries can be relaxed to independent entries with common means and variances $\frac{1}{N}$ satisfying the Lindeberg-type condition (Equation (D.15)).

Returning to Theorem D.2, while focusing on the particular case of $T = I$, then $\eta_T(\gamma) = \frac{1}{1+\gamma}$ and Equation (D.19) becomes

$$\eta = 1 - \beta + \frac{\beta}{1 + \gamma \eta}, \quad (D.21)$$

yielding an explicit solution, which is the $\eta$-transform of the Marčenko–Pastur distribution $\tilde{f}_\beta$ (Equation (D.16)):

$$\eta(\gamma) = 1 - \frac{\mathcal{F}(\gamma, \beta)}{4\gamma}. \quad (D.22)$$

Here $\mathcal{F}(x,z)$ is the function introduced in [126]:

$$\mathcal{F}(x,z) = \left( \sqrt{x(1 + \sqrt{z})^2 + 1 - \sqrt{x(1 - \sqrt{z})^2 + 1}} \right)^2. \quad (D.23)$$

The corresponding Shannon transform in this case is explicitly given by

$$V_{HH^\dagger} = \beta \log \left( 1 + \gamma - \frac{1}{4} \mathcal{F}(\gamma, \beta) \right)$$

$$+ \log \left( 1 + \gamma \beta - \frac{1}{4} \mathcal{F}(\gamma, \beta) \right) - \frac{\mathcal{F}(\gamma, \beta)}{4\gamma} \log e. \quad (D.24)$$
D.3 Asymptotic Results

D.3.2 The Girko Law

In some wireless communications problems of interest, the entries of the underlying channel transfer matrix are no longer i.i.d. random variables (in particular, they do not have identical means and variances), as required for the basic Marčenko–Pastur law to hold. For such settings a useful result is the following theorem by Girko [29], which also forms the basis for several wireless communications related random matrix theory results of recent years. The following formulation is due to [121], and the reader is referred to [45] for an alternative representation of the original result of [29].

Consider an \(N \times K\) random matrix \(H\) whose entries have variances

\[
\text{Var}[H_{i,j}] = \frac{[P]_{i,j}}{N},
\]

with \(P\) an \(N \times K\) deterministic matrix having uniformly bounded entries. For each \(N\) let

\[
v^N : [0,1) \times [0,1) \to \mathbb{R}
\]

be the variance profile function given by

\[
v^N(x,y) = [P]_{i,j}, \quad \frac{i - 1}{N} \leq x < \frac{i}{N}, \quad \frac{j - 1}{K} \leq y < \frac{j}{K}.
\]

Whenever \(v^N(x,y)\) converges uniformly to a limiting bounded measurable function \(v(x,y)\), we define this limit as the asymptotic variance profile of \(H\).

Theorem D.4 [121, Theorem 2.50]. Let \(H\) be an \(N \times K\) random matrix whose entries are independent zero-mean complex random variables (arbitrarily distributed) satisfying the Lindeberg condition (D.15), and with variances

\[
E\left\{[|H|_{i,j}|^2]\right\} = \frac{[P]_{i,j}}{N},
\]

where \(P\) is an \(N \times K\) deterministic matrix with uniformly bounded entries, from which the asymptotic variance profile of \(H\), denoted \(v(x,y)\), can be obtained as defined above. As \(K,N \to \infty\) with \(\frac{K}{N} \to \beta\),
the empirical eigenvalue distribution of $HH^\dagger$ converges almost surely to a limiting distribution whose $\eta$-transform is

$$
\eta_{HH^\dagger}(\gamma) = E\left\{ \Gamma_{HH^\dagger}(X,\gamma) \right\},
$$

(D.28)

with $\Gamma_{HH^\dagger}(x,\gamma)$ satisfying the equations

$$
\Gamma_{HH^\dagger}(x,\gamma) = \frac{1}{1 + \beta \gamma E\left\{ v(x,Y)\Upsilon_{HH^\dagger}(Y,\gamma) \right\}} \quad \text{and} \quad (D.29)
$$

$$
\Upsilon_{HH^\dagger}(y,\gamma) = \frac{1}{1 + \gamma E\left\{ v(X,y)\Gamma_{HH^\dagger}(X,\gamma) \right\}},
$$

(D.30)

where $X$ and $Y$ are independent random variables uniform on $[0,1]$.

The Shannon transform of the asymptotic spectrum of $HH^\dagger$ is given by [121]

$$
\Upsilon_{HH^\dagger}(\gamma) = \beta E\left\{ \log(1 + \gamma E\left\{ v(X,Y)\Gamma_{HH^\dagger}(X,\gamma) | Y \right\}) \right\}
+ E\left\{ \log(1 + \beta \gamma E\left\{ v(X,Y)\Upsilon_{HH^\dagger}(Y,\gamma) | X \right\}) \right\}
- \beta \gamma E\left\{ v(X,Y)\Gamma_{HH^\dagger}(X,\gamma)\Upsilon_{HH^\dagger}(Y,\gamma) \right\} \log e
$$

(D.31)

with $\Gamma_{HH^\dagger}(\cdot,\cdot)$ and $\Upsilon_{HH^\dagger}(\cdot,\cdot)$ defined as in Equations (D.29) and (D.30), respectively.

### D.3.3 Asymptotic Results for Band Matrices

Consider the case in which the matrix $H$ is square $N \times N$ and can be expressed as

$$
H = G \circ \tilde{H},
$$

(D.32)

where $A \circ B$ denotes the Hadamard product of the matrices $A$ and $B$, $\tilde{H}$ consists of i.i.d. standard complex Gaussian random variables, and $[G]_{i,j} = \sigma_{i,j}$, where $\sigma_{i,j}^2$ is the variance of the $(i,j)$-th entry in $H$. The matrix $G$ can be referred to, in the context of wireless MIMO channels, as the channel pattern mask [66].
The particular case in which $\mathbf{G}$ is a \textit{circulant matrix} given by

$$[\mathbf{G}]_{i,j} = \begin{cases} 1 & \text{if } j = (i + l \mod N), \\ \frac{D - 1}{2}, \ldots, \frac{D - 1}{2} & \text{if } D \text{ is odd}, \\ \frac{D}{2} + 1, \ldots, \frac{D}{2} & \text{if } D \text{ is even}, \\ 0 & \text{otherwise}, \end{cases}$$

where $l = \begin{cases} -\frac{D - 1}{2}, \ldots, -\frac{D - 1}{2} & \text{if } D \text{ is odd}, \\ -\frac{D}{2} + 1, \ldots, \frac{D}{2} & \text{if } D \text{ is even}, \end{cases}$

is considered in [66] and used to represent various practical physical channel scattering scenarios (the channel model is referred to therein as a \textit{D-connected channel}). Other cases of interest are the ones in which $\mathbf{G}$ is a Toeplitz matrix. In particular, the cases in which the nonzero row elements of $\mathbf{G}$ are $\{\alpha, 1, \alpha\}$, for some constant $\alpha \in (0, 1]$, corresponding to the Wyner model, or $\{1, 1\}$, have been the basis for several analyses of multicell systems, some of which are reviewed in the main body of this monograph (see, e.g., [78, 111, 132]).

For the case in which the band size ($D$ in Equation (D.33)) grows with the matrix dimensions at an appropriate rate, an explicit result on the limiting spectral distribution is given in [66, Theorem 4]. In contrast, the derivation of explicit results on the limiting spectral distributions of band matrices, when the band size does not grow with the matrix dimensions, poses considerable difficulties (see, e.g., the discussion in [116]).

One of the rare exceptions in which explicit limiting results can be obtained for finite-band matrices is reported in [78]. The result therein focuses on the case in which the channel transfer matrix $\mathbf{H}$ is equal to

$$\mathbf{H} = \begin{pmatrix} \alpha_{2,1} & \alpha_{1,1} & 0 & \cdots \\ 0 & \alpha_{2,2} & \alpha_{2,1} & 0 & \cdots \\ \vdots \\ \alpha_{2,N} & \cdots & \alpha_{1,N} \end{pmatrix},$$

where the entries $\{\alpha_{i,j}\}$ are i.i.d. zero-mean circularly symmetric complex Gaussian random variables with unit variances (this model corresponds to case in which the power mask matrix $\mathbf{G}$ of
Equation (D.33) is Toeplitz, with basic nonzero row elements \{1,1\}). Let \(A\) be defined as the covariance matrix
\[
A = I + \gamma HH^\dagger,
\]
where \(\gamma\) is a real nonnegative constant. Applying the Cholesky decomposition, the matrix \(A\) is decomposed as \(A = LDU\), where \(L\) and \(U\) are lower and upper triangular matrices, respectively, with unit diagonal entries, and \(D\) is a diagonal matrix. From this decomposition, the \(k\)-th diagonal element of \(D\) is given by
\[
d_k = 1 + \gamma (|\alpha_{1,k}|^2 + |\alpha_{2,k}|^2) - \frac{\gamma^2 |\alpha_{1,k-1}|^2 |\alpha_{2,k}|^2}{d_{k-1}}
\]
\[
= 1 + \gamma |\alpha_{1,k}|^2 + \gamma |\alpha_{2,k}|^2 \left(1 - \gamma \frac{|\alpha_{1,k-1}|^2}{d_{k-1}}\right).
\]
(D.36)
The main result in [78] (in the context of random matrix theory) can now be summarized as follows.

**Theorem D.5.** As \(N \to \infty\), the diagonal elements \(\{d_k\}\) of the Cholesky decomposition matrix \(D\) may be viewed as a first order discrete-time continuous space Markov chain, with an ergodic stationary distribution given by
\[
f_d(x) = \frac{\log(x)e^{-\frac{x}{\gamma}}}{\text{Ei} \left( \frac{1}{\gamma} \right)}, \quad x \geq 1,
\]
(D.37)
where \(\text{Ei}(x) = \int_1^\infty \frac{\exp(-xt)}{t} dt\) is the exponential integral function.

For the case in which the power mask matrix \(G\) is Toeplitz, with nonzero row elements \(\{\alpha,1,\alpha\}\), corresponding to the Wyner model, the *power moments* of the limiting eigenvalue distribution of \(HH^\dagger\) can be calculated for any finite order, as shown in [111]. When the entries of \(H\) are zero-mean and Gaussian, the empirical eigenvalue distribution of \(HH^\dagger\) was shown in [111] to converge weakly to a unique limiting distribution. Some generalizations and additional characterization of the Shannon-transform of the limiting distribution can be found in [62]. However, explicitly determining the limiting distribution itself, as well as any of its useful transforms, is still an open problem [116].
Abbreviations and Acronyms

BC: Broadcast Channel
BS: Base Station
CP: Central Processor
CSI: Channel State Information
DPC: Dirty Paper Coding
GBC: Gaussian Broadcast Channel
MAC: Multiple Access Channel
MCP: Multi-Cell Processing
MIMO: Multiple-Input Multiple-Output
MMSE: Minimum Mean Square Error
MS: Mobile Station
RS: Relay Station
SCP: Single-Cell Processing
SINR: Signal-to-Interference-plus-Noise Ratio
SNR: Signal-to-Noise Ratio
TDMA: Time Division Multiple Access
WB: Wide-Band
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