


Review of Probability
(Chapter 3)

Concepts to review (see Chapter 3 for details if needed):
• Sample space ષ
• Event ܣ ∈ ષ
• Probability Pr ܣ

• Conditional probability Prሺܤ|ܣሻ ൌ ୔୰ ஺∩஻
୔୰ ஻

Ex.: ષൌ 1,2,3,4,5,6 , Pr ݅ ൌ ଵ
଺		⁄ for	݅ ൌ 1,2,… , 6

Pr 6 ݎܾ݁݉ݑ݊	݊݁ݒ݁ ൌ
1
6ൗ

1
2ൗ
ൌ 1

3ൗ

ܣ
ષ



Review of Probability

• Law of total probability

Pr ܣ ൌ Pr ܤ Pr ܣ ܤ ൅ Pr ௖ܤ Pr ܣ ௖ܤ

Remark: Can be extended to any partition ܤଵ, ,ଶܤ … , ௠ܤ
with ܤ௜ 	∩ ௝ܤ ൌ ∅ and ܤଵ ∪ ଶܤ ∪ ⋯∪ ௠ܤ ൌ ષ

Pr ܣ ∩ ௖ܤ ൌ Pr ௖ܤ Prሺܤ|ܣ௖ሻ

Pr ܣ ∩ ܤ ൌ Pr ܤ Prሺܤ|ܣሻ

ܤ ௖ܤ

ܣ
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• Bayes Rule

Pr ܤ ܣ ൌ
Prሺܤ|ܣሻPrሺܤሻ

Prሺܣሻ
• Random variable ܺ ൌ function	of	elements	of	ષ

Uppercase letter (lowercase letters are used for 
the values that a variable can take)

discrete:
• ܺ takes values in a discrete set X
• Described by a probability function
Prሺܺ ൌ ሻݔ for all ݔ ∈ X
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Ex.: X	ൌ 0,1 , Pr ܺ ൌ 1 ൌ ݌
	Pr ܺ ൌ 0 ൌ 1 െ ݌
for some 0 ൑ ݌ ൑ 1	

ሻ݌ሺݎ݁ܤ~ܺ

distributed as Bernoulli

݌ ൌ Prሺܺ ൌ 1ሻ

Prሺܺ ൌ ሻݔ
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continuous:
– ܺ takes values in a continuous set (e.g.,Թ or	ԧ)
– Described by a probability density function ݂ሺݔሻ
– Probabilities are obtained by integrating ݂ሺݔሻ:

Pr ܽ ൑ ܺ ൑ ܾ ൌ න ݂ ݔ ݔ݀
௕

௔

• Random variable ܺ ൌ function	of	elements	of	ષ
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Ex.: ܺ ∈ Թ (real number)

and ݂ ݔ ൌ ଵ
ଶగఙ

݁ି
ሺೣష೘ሻమ

మ഑మ

Gaussian distribution
ܺ~ܰሺ݉, ଶሻߪ

distributed as
Gaussian 
(Normal)

mean

variance

The spread of the distribution depends
on the standard deviation ߪ:

݂ ݔ

݂ ݔ



• Expectation (or mean)

• Variance

var ܺ ൌ ܧ ሺܺ െ ܧ ܺ ሻଶ ൌ E ܺଶ െ ሺܧ ܺ ሻଶ

 
 

 
















dxxxf

xXx
XE Xx

Pr discrete random
variables

continuous random
variables
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Ex.:
• :ሻ݌ሺݎ݁ܤ ܧ	 ܺ ൌ 0 ∙ 1 െ ݌ ൅ 1 ∙ ݌ ൌ ݌

ݎܽݒ ܺ ൌ ܧ ܺଶ െ ଶ݌
ൌ 0ଶ ∙ 1 െ ݌ ൅ 1ଶ ∙ ݌ െ ଶ݌
ൌ ݌ 1 െ ݌

• ܰ ݉, ଶߪ : ܧ ܺ ൌ ݉
ݎܽݒ ݔ ൌ ଶߪ

Review of Probability



Review of Random Processes
(Chapter 9)

• A random process ܺሺݐሻ is a collection of random variables 
indexed by time t.

• We will be interested in stationary random processes: the 
probabilistic description of the process does not change 
with time.

• We will be focusing here on real processes.

a realization of a
random process

ܺሺݐሻ

ݐ



Review of Random Processes

• Two key quantities that characterize a stationary 
random process ܺሺݐሻ	are:

1) Correlation Function
– ܴ௫ ߬ ൌ ܧ ܺ ݐ ܺ ݐ െ ߬

ܺሺݐ െ ߬ሻ
ܺሺݐሻ

ݐ െ ߬ ݐ
߬

ݐ
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− ܴ௫ሺ߬ሻ tells us how predictable ܺሺݐሻ is based on ܺ ݐ െ ߬ :
↑ ܴ௫ ߬ →		↓ 		"randomness"

− Properties:

߬



2) Power spectral density

• ܵ௫ ݂ ൌ ࣠ ܴ௫ ߬

• Real and positive

• Symmetric ܵ௫ሺ݂ሻ ൌ ܵ௫ሺെ݂ሻ

continued on the next slide…

Review of Random Processes
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ܵ௫ሺ݂ሻ

• ܵ௫ሺ݂ሻ tells us how much power ܺሺݐሻ	has at frequency ݂: 
↑ "spread"	݂݋	ܵ௫ ݂ →	↑ rate	of	change	

Ex.: 
a) noise from an airplane engine

b) white noise

• ௫ܲ ൌ ܧ ܺ ݐ ଶ ൌ ׬ ܵ௫ ݂ ݂݀ஶ
ିஶ

݂

frequency of 
the engine 
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• In communication systems, noise is often modeled
as white
WN: white Noise

ܵ௫ ݂

ܴ௫ ߬
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௫ܲ ൌ ௧௦ܤ ∙ ܳ

Two-sided bandwidth
(includes also negative frequencies)

݂

– ௫ܲ ൌ ∞!	WN is a mathematical abstraction
we will consider the noise to be white only 
within a certain bandwidth
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• More specifically, a noise process ܹሺݐሻ	is often 
modeled as White Gaussian Noise (WGN)

WN with power spectral density ܵ௪ ݂ ൌ ܳ	within 
some (two-sided) bandwidth ܤ௧௦
൅
Gaussian: ܹሺݐሻ~ܰሺ0, ௧௦ܳሻܤ

zero mean




