Stochastic coordinate descent for 01 loss and its sensitivity to adversarial attacks

Abstract—The 01 loss while hard to optimize is least sensitive to outliers compared to its continuous differentiable counterparts, namely hinge and logistic loss. Here we propose a stochastic coordinate descent heuristic for linear 01 loss classification. We implement and study our heuristic on real datasets from the UCI machine learning archive and find our method to be comparable to the support vector machine in accuracy and tractable in training time. We conjecture that the 01 loss may be harder to attack in a black box setting due to its non-continuity and infinite solution space. We train our linear classifier in a one-vs-one multi-class strategy on CIFAR10 and STL10 image benchmark datasets. In both cases we find our classifier to have the same accuracy as the linear support vector machine but more resilient to black box attacks. On CIFAR10 the linear support vector machine has 0% on adversarial examples while the 01 loss classifier hovers about 10% while on STL10 the linear support vector machine has 0% accuracy whereas 01 loss is at 10%. Our work here suggests that 01 loss may be more resilient to adversarial attacks than the hinge loss and further work is required.

Index Terms—Stochastic coordinate descent, 01 loss, adversarial attacks

I. INTRODUCTION

The problem of determining the hyperplane with minimum number of misclassifications in a binary classification problem is known to be NP-hard [1]. In mainstream machine learning literature this is called minimizing the 01 loss [2] as given in Objective 1,

\[
\frac{1}{2n} \arg\min_{w, w_0} \sum_{i}(1 - \text{sign}(y_i(w^T x_i + w_0)))
\]

where \( w \in \mathbb{R}^d, w_0 \in \mathbb{R} \) is our hyperplane solution, and \( x_i \in \mathbb{R}^d, y_i \in \{+1, -1\} \forall i = 0...n - 1 \) are our training data. Popular linear classifiers such as the linear support vector machine, perceptron, and logistic regression [3] can be considered as convex approximations to this problem that yield fast gradient descent solutions [4]. However, they are also more sensitive to outliers than the 01 loss [5].

In Figure 1 we demonstrate the effect of a single outlier on the hinge, logistic loss, their regularized versions, and 01 loss. In both cases we intuitively desire a vertical hyperplane that divides (1,1), (1,2), and (1,3) from (3,1), (3,2), and (3,3) since this would likely minimize test error. When the outlier is of the same class as in Figure 1(a) all five objectives give similar vertical hyperplanes. The 0/1 loss alone has infinite solutions though and we show a single one here.

When we switch the label of the outlier in Figure 1(b) both the hinge and logistic along with their regularized counterparts give skewed hyperplanes that make several misclassifications on the training data. This is due to the fact that misclassified points increase the hinge and logistic objective (the farther misclassified the point the more the effect) and so in order to lower the objective the hyperplane is skewed towards it. The 0/1 loss however is not affected by distances of outliers and still gives a desired hyperplane.

![Figure 1](image_url)

Fig. 1. In (a) we see that an outlier of the same class is not a problem for hinge, logistic, and 0/1 loss objective. However, when we switch its label it affects hinge and logistic considerably while the 0/1 loss decision surface remains the same (although there are an infinite number of solutions we show just one here).

We present here a stochastic coordinate descent (SCD) heuristic for 01 loss based on the original stochastic gradient descent method [5]. While there the gradient gives the direction of best descent here we perform a heuristic coordinate descent for each stochastic batch. We evaluate our method by comparing it against the a cross-validated linear support vector machine (SVM) on real datasets from the UCI machine learning archive.
learning archive [7]. We find that the cross-validated linear SVM performs slightly better in average and median error but not by a statistically significant margin.

We explore the SCD’s sensitivity to a black-box adversarial attack [8], [9], a method that treats the classifier to be attacked as a black box whose model and parameters are unknown. We implement a simple single layer neural network that we use to estimate the black box’s gradient and to produce adversarial examples targeting the black box. We perform two separate tests on both SCD 01 loss and the linear SVM on each CIFAR10 and STL10 image object detection benchmarks. On CIFAR1 we find that the linear SVM quickly approaches a 0% accuracy after a few epochs of the black box attack whereas the SCD 01 loss fluctuates and stays above 5%. We see the same on STL10 except there 01 loss stays above 10% accuracy.

While greater exploration is needed, such as a larger neural network as the gradient approximator and experiments on more image benchmarks, we see that the 01 loss has some potential for defending against adversarial attacks. This may be due to its discrete search space and (infinite) non-unique solutions.

II. METHODS

A. Coordinate descent

We describe in Algorithm 1 our local search based on coordinate descent. In brief, we start with a random $w$, make changes to it one coordinate at a time, determine the optimal $w_0$ for each setting of $w$, and stop when we reach a local minimum. There are several aspects of our local search worth discussing here.

First, we cycle the coordinates randomly. Since we modify only a single coordinate of $w$ at a time we can update the projection $w^T x_i$ for all $i = 0..n - 1$ in $O(n)$ time — this update is required to determine the optimal $w_0$ and the objective value. We perform at most 10 modifications to a given coordinate (as given by the loop ‘for $j = 1$ to 10 do’) before considering the next one. This gives all coordinates a fair chance before we reach a local minimum. In the same loop we also update the objective if a better one is found and exit if modifying the coordinate does not improve the objective further. An alternative is to update the objective only after cycling through all the coordinates. However, we find our approach yields a faster search than the alternative while giving similar objective values.

Another aspect of our search is the determination of the optimal $w_0$. For each setting of $w_i$ (the $i^{th}$ coordinate of $w$) we determine the optimal value of $w_0$ by considering all $O(n)$ settings of $w_0$ between sorted successive projected points $w^T x_i$ and $w^T x_{i+1}$. Since we modify $w$ locally the new projection is similar to the previous (sorted) one and hence insertion sort (that we use for sorting the projection) takes much less than the worst case $O(n^2)$ time.

For initial $w$ it takes $O(n)$ to determine the optimal $w_0$. After that as we change $w$ the new $w_0$ is less likely to be much different than the previous one. And so we don’t need to consider all $O(n)$ points again to determine the optimal $w_0$. Instead, if the initial $w_0$ was found right after the projected point $i$ then we only consider the range of points starting from $i - 10$ to $i + 10$ in the new projection to determine the new $w_0$. For a visual illustration see our toy search problem shown in Figure 2.

The $w_{inc}$ parameter corresponds to the learning rate $\eta$ in gradient descent optimizers. We implement a simple adaptive procedure that considers values of $w_{inc}$ from the set $\{\pm10^2, \pm10^4, \pm10^6\}$ and picks the one with the greatest decrease in our objective [1].

To understand why we have such large learning rates consider the toy example shown below in Figure 3. With

---

Algorithm 1 Coordinate descent

Input: Training data $x_i \in R^d$ for $i = 0..n - 1$ with labels $y_i \in \{+1, -1\}$, and $w_{inc} \in R$ (set to 100 by default)

Output: Vector $w \in R^d$ and $w_0 \in R$

Procedure:

1. Let each feature $w_i$ of $w$ be randomly drawn from $[-1,1]$. Set $\|w\| = 1$. Throughout our search we ensure that $\|w\| = 1$ by renormalizing each time $w$ changes.

2. Compute data projection $w^T x_i, \forall i = 0..n - 1$ and determine the optimal $w_0$. Determining $w_0$ takes $O(n)$ time because we consider mid points between all projected points $w^T x_i$ and $w^T x_{i+1}$ as potential candidates.

3. Compute value of objective $\mathcal{J}$. Set $\text{prevobj} = \infty$.

4. While $\text{prevobj} - \text{obj} > .01$ do

   Consider a random permutation of the $d$ feature indices.

   For $i = 0$ to $d - 1$ do

     If adding $w_{inc}$ to $w_i$ (the $i^{th}$ component of $w$) improves the objective then

     sign = 1

     Else if subtracting $w_{inc}$ from $w_i$ improves the objective then

     sign = -1

     Else

     skip the next loop

   End if

   For $j = 1$ to 10 do

     $w_i += \text{sign} \times w_{inc}$

     Determine the optimal $w_0$. Since we are making local changes to $w$ the new value of $w_0$ is likely to be not very far from the previous one. Based on this intuition we avoid expensive $O(n)$ searches and use a constant time heuristic instead.

     If $\text{prevobj} - \text{obj} > .01$ then

     update the variable $\text{obj}$

     Set $\text{prevobj} = \text{obj}$.

     Else

     Set $j = 10$ to exit this loop

   End if

End for

End while

---
be unique. Once we reach a local minima we may choose the random restart approach and run the search again. An alternative is rely on random batches of the training data across many iterations of the coordinate descent above so as to better explore the search space. We call this stochastic coordinate descent since this is essentially stochastic gradient descent \cite{0} with the gradient descent replaced by our coordinate descent above. We describe this in detail in Algorithm \ref{algorithm2}. For a single run of our heuristic we save the best solution of $w$, $w_0$ across all random restarts and use that as the model parameters.

\begin{algorithm}[h]
\caption{Stochastic coordinate descent}
\begin{flushleft}
\textbf{Input:} Feature vectors $x_i \in \mathbb{R}^d$ with labels $y_i \in \{+1, -1\}$, number of random restarts $rr \in \mathbb{N}$ (Natural numbers), number of iterations per random restart $it \in \mathbb{N}$ (Natural numbers), batch size as a percent of training data $p \in [1, 100]$ , and $w_{\text{inc}} \in \mathbb{R}$ (set to 100 by default)
\end{flushleft}
\begin{flushleft}
\textbf{Output:} Total of $rr$ pairs of $bestw \in \mathbb{R}^d, bestw_0 \in \mathbb{R}$ after each random restart
\end{flushleft}
\begin{flushleft}
\textbf{Procedure:}
\end{flushleft}
\begin{flushleft}
\begin{algorithmic}
\State $j = 0$
\While{$j < rr$} 
\State Set $bestw = w, bestw_0 = w_0, bestloss = objective(w, w_0)$
\State Run our coordinate descent (Algorithm 1) and output local minimum $w$ and $w_0$
\For{$i = 0 \text{ to } it$}
\State Randomly pick $p$ percent of rows as input training data to Algorithm 1 and run it to completion starting with the values of $w$ and $w_0$ from the previous call to it.
\State In the next step we calculate objectives on the full input training set
\If{$objective(w, w_0) < objective(bestw, bestw_0)$}
\State Set $bestw = w, bestw_0 = w_0$, and $bestloss = objective(w, w_0)$
\EndIf
\EndFor
\State Output $bestw$ and $bestw_0$
\State Set $j = j + 1$.
\EndWhile
\end{algorithmic}
\end{flushleft}
\end{algorithm}

C. Related work

Our coordinate descent and that of \cite{10} differ in how the coordinates are optimized. In their case the authors project the data onto the current hyperplane (that is initially random), scale each projected value by the inverse of its projection on a random vector $r$, sort the projected values to determine the value that optimizes the 0/1 loss (call it $\alpha$), and update the solution $w$ by adding $\alpha \times r$. This is repeated for a fixed number of iterations. In our case we focus on optimizing objective \cite{1} we make an incremental change to a coordinate at a time, project the data onto the hyperplane, determine the optimal
threshold $w_0$ for our objective, and repeat until the objective converges.

D. Experimental performance study on UCI datasets

In order to evaluate our stochastic coordinate descent (SCD) algorithm we study it on the below datasets in an experimental performance study. Our purpose here is to demonstrate that our SCD 01 loss works on real data and is comparable to the popular linear SVM in accuracy. While we omit runtimes here our program is quite fast in practice and finishes in tractable times of seconds and minutes as opposed to hours and days.

1) Datasets:: We obtained 52 datasets from the UCI repository. The datasets include data from different sources such as biological, medical, robotics, and business. Some of the datasets are multi-class and since we are studying only binary classification in this paper we convert them to binary. We label the largest class to be -1 and remaining as +1. We trim down excessively large datasets and ignore instances with missing values across the datasets. Thus, the number of instances in some of our datasets are different from that given in the UCI website [https://archive.ics.uci.edu/ml/]. For example the SUSY dataset originally has 5 million entries but we choose the first 5000 for our study. We provide our cleaned data with labels, splits, and a README file on the website [http://web.njit.edu/~usman/scd01loss].

2) Programs compared:: We compare our SCD 01 loss with random restarts $rr = 100$, number of iterations per random restart $it = 100$ and $p = 75\%$ against a cross-validated linear SVM. For cross-validating linear SVM we select values of $C$ from the set \{100, 10, 1, 0.1, 0.01, 0.001, 0.0001, 0.00001\}.

3) Experimental platform:: We run our experiments on a cluster of computing nodes equipped with Intel Xeon E5-2660v2 2.27GHz processors with one method and dataset exclusively on a processor core.

4) Train and test splits:: For each dataset we create 10 random partitions into training and test datasets in the ratio of 90\% to 10\%. We run all programs on each training dataset and predict the labels in the corresponding test set.

5) Measure of accuracy:: We use the number of misclassifications divided by the number of test datapoints as the measure of error throughout in our study.

E. Experimental performance study on image benchmarks CIFAR10 and STL10

In order to evaluate the adversarial sensitivity of SCD 01 loss to adversarial attacks we expose it to a black box attack method that we describe below in detail.

1) Black box adversarial attack: A black box adversarial attack approximates the model by giving it inputs and recording its outputs. It then uses the predictions as labels to train itself and then uses its gradient to produce adversarial examples. We implement a double layer neural network with 200 hidden nodes in each layer and 10 nodes in the output one as the adversarial attacker ($B$). We fully describe our attack algorithm in Algorithm 3.

Algorithm 3 Shown here is a basic outline of the black box attack method [9]

Input: Model $M$ to be attacked, Adversarial attacker $B$, Feature vectors $x_i \in \mathbb{R}^d$ with labels $y_i \in \{+1, -1\}$, number of epochs $ep \in N$ (Natural numbers)

Procedure:

Set data $D = \{x_i, y_i\}$

for $i = 0$ to $ep$

- Obtain predictions $y'_i$ of $D$ from black box model $M$
- Set adversarial training data $A$ to be $D$ except we replace each $y_i$ with the predicted label $y'_i$.
- Train attacker $B$ with $A$ as input training data
- With $B$’s gradient we produce adversarial examples.
- For each sample $a_i$ in $A$ create adversary $a_i = a_i + \lambda \nabla f$ where $\nabla f$ is the gradient of $B$ and $\lambda$ is randomly chosen from $[-1, 1]$.
- Add new adversarial samples $\{a_i, y_i\}$ to $D$
- This effectively doubles the number of adversarial samples after each iteration. If we instead select a 100 random samples from $A$ then we increase the adversarial size by 100 as opposed to doubling.

end for

2) Datasets:: We study adversarial attacks on two image benchmarks:

- CIFAR10 [11]: Object recognition from 10 classes in $32 \times 32$ color images, training size of 50,000, test size of 10,000
- STL10 [12]: Object recognition from 10 classes in $96 \times 96$ color images, training size of 5000, and test size of 8000

3) Programs compared::

- Multi-class SCD 01 loss: We implement an one-vs-one [3] multi-class classification method on top of our SCD 01 loss. In the SCD 01 loss we use the same parameters as above.
- Multi-class linear SVM: We implement one-vs-all on top of the linear SVM with $C=1$.

4) Experimental platform:: We run our experiments on a cluster of computing nodes equipped with Intel Xeon E5-2660v2 2.27GHz processors with one method and dataset exclusively on a processor core.

5) Train and test splits:: For the image benchmarks both train and test datasets are provided in advance.

6) Measure of accuracy:: We use the number of misclassifications divided by the number of test datapoints as the measure of error throughout in our study.

III. RESULTS

A. Classification on UCI datasets

In Table 1 we see the average and median error of SCD 01 loss and the cross-validated linear SVM. We see the linear SVM is better in both mean and median but the difference between them is not statistically significant. According to a simple t-test the p-values between their errors across the 52
datasets is 0.53 which is far from significant. This is more evident when we see their errors across all 52 datasets in Table I.

<table>
<thead>
<tr>
<th></th>
<th>SCD 01 loss</th>
<th>Linear SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>13.5</td>
<td>12.2</td>
</tr>
<tr>
<td>Median</td>
<td>11.8</td>
<td>10.3</td>
</tr>
</tbody>
</table>

### B. Black box adversarial attacks

1) **CIFAR10**: We generate adversarial samples on the CIFAR10 dataset and study their on both the multi-class SCD 01 loss and multi-class linear SVM. We also study a bootstrapped version of both: instead of using a single classifier we take the majority vote output of each classifier on ten bootstraps. Bootstrapping is a simple powerful method to boost model accuracy [3], [13]. We study it here to see if bootstrapping can strengthen defense capabilities of SCD 01 loss.

In Figure 4 we see the accuracy of CIFAR10 adversarial samples in both SCD 01 loss and linear SVM as the number of epochs progresses. We see both methods start losing accuracy as the black box method progresses, but interestingly we find SCD 01 loss to be relatively less sensitive. Both methods have about 40% accuracy on CIFAR10 and after epoch 10 both linear SVM and its bootstrapped version are at 0% accuracy. The SCD 01 loss also loses accuracy but the bootstrapped one demonstrates a greater defense.

![Fig. 4. CIFAR10 black box attack described in Algorithm 3](image)

In Figure 5 we see the adversarial attack with 100 new adversaries if we increase them by 100 after each epoch. In this way we can run the attack for more epochs to see if the accuracy becomes 0 for SCD 01 loss at some point. In this setting we see that the bootstrapped SCD 01 loss remains well above 10% accuracy. Thus for STL10 we need to double adversarial samples after each epoch if we want to bring down bootstrapped SCD 01 loss, but this requires more time and computation.

<table>
<thead>
<tr>
<th></th>
<th>SCD 01 loss</th>
<th>Linear SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>13.47</td>
<td>13.19</td>
</tr>
</tbody>
</table>

### Table II: Mean and Median Error of SCD 01 Loss and Linear SVM

<table>
<thead>
<tr>
<th>Rows (columns)</th>
<th>SCD 01 loss</th>
<th>Linear SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antivirus</td>
<td>373(531)</td>
<td>1.54</td>
</tr>
<tr>
<td>Bach Choral</td>
<td>5665(148)</td>
<td>3.13</td>
</tr>
<tr>
<td>Banknote</td>
<td>137(41)</td>
<td>0.72</td>
</tr>
<tr>
<td>Breast-cancer</td>
<td>569(30)</td>
<td>3.1</td>
</tr>
<tr>
<td>Chronic kidney</td>
<td>400(30)</td>
<td>0.75</td>
</tr>
<tr>
<td>Climate</td>
<td>540(18)</td>
<td>5.45</td>
</tr>
<tr>
<td>CNAE9*</td>
<td>1080(856)</td>
<td>2.69</td>
</tr>
<tr>
<td>Default credit card</td>
<td>10000(23)</td>
<td>19.19</td>
</tr>
<tr>
<td>Diabetic retinopathy</td>
<td>1150(19)</td>
<td>25</td>
</tr>
<tr>
<td>EEG eye state</td>
<td>10000(14)</td>
<td>30.9</td>
</tr>
<tr>
<td>Fertility</td>
<td>99(9)</td>
<td>21.82</td>
</tr>
<tr>
<td>Forest*</td>
<td>522(27)</td>
<td>12.08</td>
</tr>
<tr>
<td>Gas-sensor*</td>
<td>6953(128)</td>
<td>1.22</td>
</tr>
<tr>
<td>Gesture*</td>
<td>1743(32)</td>
<td>11.53</td>
</tr>
<tr>
<td>Grammatical facial</td>
<td>4225(300)</td>
<td>9.65</td>
</tr>
<tr>
<td>Heart</td>
<td>267(44)</td>
<td>20.36</td>
</tr>
<tr>
<td>Hepmass</td>
<td>10000(28)</td>
<td>16.34</td>
</tr>
<tr>
<td>Hill-valley</td>
<td>606(100)</td>
<td>6.45</td>
</tr>
<tr>
<td>Indian-liver-patient</td>
<td>579(10)</td>
<td>26.61</td>
</tr>
<tr>
<td>Insurance</td>
<td>5822(85)</td>
<td>6.28</td>
</tr>
<tr>
<td>Ionsphere</td>
<td>351(34)</td>
<td>15.28</td>
</tr>
<tr>
<td>Isolet*</td>
<td>1559(617)</td>
<td>1.67</td>
</tr>
<tr>
<td>Libras*</td>
<td>360(90)</td>
<td>2.43</td>
</tr>
<tr>
<td>LSVT*</td>
<td>126(310)</td>
<td>22.14</td>
</tr>
<tr>
<td>MFEAT*</td>
<td>2000(649)</td>
<td>0.6</td>
</tr>
<tr>
<td>Mhealth</td>
<td>10000(23)</td>
<td>20.55</td>
</tr>
<tr>
<td>Micromass</td>
<td>931(1300)</td>
<td>8.19</td>
</tr>
<tr>
<td>Musk</td>
<td>476(166)</td>
<td>21.25</td>
</tr>
<tr>
<td>Occupancy</td>
<td>10000(5)</td>
<td>1.42</td>
</tr>
<tr>
<td>Online news popularity</td>
<td>10000(59)</td>
<td>36.26</td>
</tr>
<tr>
<td>Ozone</td>
<td>1847(72)</td>
<td>6.92</td>
</tr>
<tr>
<td>Parkinsons</td>
<td>195(22)</td>
<td>13.5</td>
</tr>
<tr>
<td>Parkinson-speech</td>
<td>1040(26)</td>
<td>37.6</td>
</tr>
<tr>
<td>Phishing websites</td>
<td>2455(30)</td>
<td>5.63</td>
</tr>
<tr>
<td>Planning relax</td>
<td>182(12)</td>
<td>36.84</td>
</tr>
<tr>
<td>Qsar</td>
<td>1055(41)</td>
<td>13.77</td>
</tr>
<tr>
<td>Secom</td>
<td>1567(590)</td>
<td>7.72</td>
</tr>
<tr>
<td>Seeds</td>
<td>210(7)</td>
<td>8.57</td>
</tr>
<tr>
<td>Seismic</td>
<td>2538(18)</td>
<td>6.98</td>
</tr>
<tr>
<td>Smartphone*</td>
<td>7352(561)</td>
<td>0.04</td>
</tr>
<tr>
<td>Sonar</td>
<td>208(60)</td>
<td>22.27</td>
</tr>
<tr>
<td>Spanbase</td>
<td>4601(57)</td>
<td>6.29</td>
</tr>
<tr>
<td>Steel-faults*</td>
<td>1941(27)</td>
<td>26.4</td>
</tr>
<tr>
<td>Student alcohol</td>
<td>649(30)</td>
<td>26.06</td>
</tr>
<tr>
<td>SUSY</td>
<td>5000(18)</td>
<td>21.38</td>
</tr>
<tr>
<td>Theorem-proving*</td>
<td>6118(51)</td>
<td>27.44</td>
</tr>
<tr>
<td>Thoracic</td>
<td>470(16)</td>
<td>17.02</td>
</tr>
<tr>
<td>TV news channel</td>
<td>10000(122)</td>
<td>12.47</td>
</tr>
<tr>
<td>Urban-land</td>
<td>675(147)</td>
<td>9.28</td>
</tr>
<tr>
<td>Vertebral</td>
<td>310(6)</td>
<td>16.77</td>
</tr>
<tr>
<td>Wall-follow*</td>
<td>5455(24)</td>
<td>21.54</td>
</tr>
<tr>
<td>Wilt</td>
<td>4339(5)</td>
<td>1.13</td>
</tr>
</tbody>
</table>

In this setting we see that the bootstrapped SCD 01 loss remains well above 10% accuracy. Thus for STL10 we need to double adversarial samples after each epoch if we want to bring down bootstrapped SCD 01 loss, but this requires more time and computation.
Fig. 5. CIFAR10 black box attack: we generate a 100 new adversarial samples per epoch.

Fig. 6. STL10 black box attack: we generate 50 new adversarial samples per epoch.

Fig. 7. STL10 black box attack: we generate a 100 new adversarial samples per epoch.

Fig. 8. STL10 black box attack: we double the number of adversarial samples per epoch.

If we increase the number of adversarial samples by only 50 after each epoch we see an even smaller effect on SCD 01 loss. In fact in this setting even the linear SVM does not reach 0% and stays above 5% accuracy. The bootstrapped SCD 01 loss however is above 20% accuracy here.

IV. DISCUSSION

We conjecture that the 01 loss’s non-unique solution and discrete search space may be making it difficult for our double layer neural network to create a close approximation. This in turn makes it difficult to create adversarial samples targeting it. We also see that bootstrapping SCD makes it less sensitive to attacks. This may be attributed to the increased uncertainty in SCD 01 loss solutions arising from random samples of the training data. To better understand further experimental work is required such as using a more sophisticated attacker, experiments on other image benchmarks, and performance of SCD 01 loss with more bootstraps. There is however no guarantee that a complex model will perform as a better attacker.

V. CONCLUSION

We present a stochastic coordinate descent heuristic that performs comparably to a trained cross-validated linear support vector machine but demonstrates greater defense against a black box adversarial attack on two image benchmarks. We conjecture this may be due to 01 loss’s non-unique solutions and discrete loss and further work is required.
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