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Abstract: As the size of phylogenetic databases grows, the need for efficiently searching these databases arises. Thanks to previous 
and ongoing research, searching by attribute value and by text has become commonplace in these databases. However, searching by 
topological or physical structure, especially for large databases and especially for approximate matches, is still an art. We propose 
structural search techniques that, given a query or pattern tree P and a database of phylogenies D, find trees in D that are sufficiently 
close to P . The “closeness” is a measure of the topological relationships in P that are found to be the same or similar in a tree D in D. 
We develop a filtering technique that accelerates searches and present algorithms for rooted and unrooted trees where the trees can be 
weighted or unweighted. Experimental results on comparing the similarity measure with existing tree metrics and on evaluating the 
efficiency of the search techniques demonstrate that the proposed approach is promising. 
Keywords: Structural pattern matching, structural search and retrieval, tree search strategies, phylogenetic trees. 

Introduction 
Scientists model phylogenetic relations using unordered labeled trees and develop methods for constructing 

these trees (Berry and Bryant 1999; Camin and Sokal 1965; Felsenstein 2003; Gusfield 1997; Kannan et al. 
1990; Wang et al. 2000). Different theories concerning the phylogenetic relationship of the same set of species 
often result in different phylogenetic trees. Even the same phylogenetic theory may yield different trees for dif-
ferent orthologous genes. With the unprecedented number of phylogenetic trees constructed based on these 
various theories, the need to analyze the trees and manage phylogenetic databases is urgent and great (Piel et al. 
2003). One important problem in this domain is to be able to compare the trees, thus possibly determining how 
much two hypotheses have in common (Bryant et al. 2000; Cole et al. 2000; DasGupta et al. 1998; Kannan et 
al. 1995; Thorley and Page 2000). The common portion of two trees may represent added support for the phy-
logenetic relationship of the corresponding species.  

Our motivation for studying the tree matching problem comes from the development of tools for analyzing 
the phylogenetic data. One particular tool we are developing is a system for searching phylogenetic trees. Given 
a query or pattern tree P and a set of data trees D, this structural search engine is able to find near neighbors of 
P in D where the similarity scores between those neighboring trees and P are greater than or equal to a user-
specified value σ. Central to our search engine is an algorithm for computing the similarity score from P to each 
data tree D in D. 

Our data consists of the phylogenetic trees stored within the widely used phylogenetic information system 
TreeBASE (Piel et al. 2003; Sanderson et al. 1994), accessible at http://www.treebase.org. These trees model 
the evolution history among life forms. The sampled life forms, whose biological characteristics are used to in-
fer their evolutionary history, usually appear as leaf nodes. Each internal node of one such tree represents an 
inferred ancestor organism of the organisms represented by its child nodes. There can be multiple levels of an-
cestors, with multiple organisms sharing the same ancestors. 

In Wang et al. (2003) we introduced a similarity measure to compare phylogenetic trees that satisfy the fol-
lowing properties: 

• Each tree is rooted and unordered, i.e., the order among siblings is unimportant, and no weight is assigned 
to any edge of the tree. 
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Figure 1: illustration of up and down operations between two 
nodes in a tree. 
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Figure 2: a tree and its up and down matrices. 

• Each leaf node has a label and that label ap-
pears only once in the tree, though it may ap-
pear in other trees. 

• Each non-leaf node either has a label that ap-
pears nowhere else in the tree or has no label. 
An unlabeled internal node stands for an un-
named evolutionary unit. 

• Each unlabeled internal node has at least two 
children. 

These properties characterize many trees in Tree-
BASE and those generated by modern tree recon-
struction programs. 

In this paper we extend the work in Wang et al. 
(2003) to compare unrooted phylogenetic trees as 

well as weighted trees, i.e. trees whose edges have 
weights. We first review the similarity measure and 
search algorithms introduced in Wang et al. (2003) 
for rooted trees. We then discuss their extensions for 
unrooted trees and weighted trees. Next we compare 
the proposed similarity measures with existing tree 
metrics. Finally we present performance results for 
near neighbor searching and conclude the paper. 

Methods 

Up and Down Operations 
Unless otherwise stated, trees discussed here refer 

to rooted unordered trees satisfying the four proper-
ties described in the Introduction section. We con-
sider two types of operations, up and down, between 
any two nodes in a tree. These operations are in-
tended to capture the hierarchical structure in the 
tree. If v is a child node of u, we use v ↑ u to repre-
sent an up operation from v to u, and use u ↓ v to 
represent a down operation from u to v. Then, for 
any pair of nodes m, n in the tree T, one can count 
the number of up and down operations to move, say 
a token, from m to n. 

For example, consider the tree in Figure 1 and the 
two nodes “fox” and “rabbit” in the tree. It takes two 
up operations (“fox” ↑ “carnivore” and “carnivore” ↑ 
“mammal”) and one down operation (“mammal” ↓ 
“rabbit”) to go from “fox” to “rabbit” in the tree. As 
another example, it takes one up operation  “dog” ↑ 
“carnivore”) and one down operation (“carnivore” ↓ 
“fox”) to go from “dog” to “fox” in the tree. 
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Updown Matrix 
Given a tree T, we can now build two matrices, 

referred to as the Up matrix U and the Down matrix 
D, of integer values where U [u, v] represents the 
number of up operations from node u to node v and 
D [u, v] represents the number of down operations 
from u to v in the shortest path connecting u and v in 
T. Obviously U [u, u] = D [u, u] = 0 for any node u 
in T. 

Figure 2 shows a tree and its Up and Down matri-
ces. Notice that one of the internal nodes, namely the 
parent of b and c, does not have a label. The unla-
beled node does not appear in the matrices. It is easy 
to see that from matrix U, we can obtain matrix D, 
and vice versa. D is the transpose of U (or vice 
versa). We will therefore only use matrix U through-
out the paper and refer to it as the Updown matrix. 
The Updown matrix of a tree T describes the struc-
ture of T. Computing the Updown matrix for a tree T 
requires O(N 2) time where N is the number of nodes 
in T . 

Updown Distance 
In general, when using a search engine, if the user 

inputs a query tree with three nodes “fox”, “dog” 
and “tiger” plus their parent node “mammal”, the 
user often expects to see data trees in search results 
containing these nodes. If the user doesn't want to 
see a search result containing, for example, a node 
“tiger”, he or she can simply input a query tree hav-
ing “fox”, “dog” and “mammal” only. This implies 
that in designing a search engine and a similarity or 
distance measure, the following two criteria should 
be considered together: 

1. Whether all, or at least most of, the labeled 
nodes of the query tree P occur in a data tree D; 

2. To which extent the query tree P is (dis)similar 
to the data tree D in structure. 

With these criteria in mind, we seek nodes in D 
that match nodes in P when comparing P with D. 
Specifically, let VP be the set of labeled nodes in P 
and let VD be the set of labeled nodes in D. Let UP 

represent the Updown matrix of P and let UD repre-
sent the Updown matrix of D. Let I denote the inter-
section of VP and VD; let J denote VP − VD. 

We define the Updown distance from P to D, de-
noted Updown_dist (P, D), as 

The similarity score from P to D, denoted USim (P, 
D), is calculated by 

The similarity score from P to D is a measure of 
the topological relationships in P that are found to be 
the same or similar in D. If P and D are the same or 
if one can find a substructure in D that exactly 
matches P, then USim (P, D) = 100%. On the other 
hand, if P and D do not have any labeled node in 
common, then USim (P, D) = 0. The time complex-
ity of the algorithm for computing USim (P, D) is 
O(M2 +N) where M is the number of nodes in P, and 
N is the number of nodes in D. 

Tree Reduction 
Figure 3 shows a query tree P and a data tree D 

that satisfy the four properties described in the Intro-
duction section. In the biological sense, when com-
paring P with D, the similarity score USim (P, D) 
should be 100%. Motivated by this example, we in-
corporate a data tree reduction technique into our 
structural searching algorithm, which works as fol-
lows. 

Consider a query tree P and a data tree D and 
their Updown matrices. Find the column and row 
indexes of the nodes in the intersection of VP and VD. 
Mark those matching nodes in D with asterisks. If 
two distinct nodes of D are marked, then their least 
common ancestor is also marked. We then consider 
the reduced data tree D’ of D that contains only the 

Figure 3: example trees. 
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marked nodes. Equivalently, we remove unmarked 
nodes having only one neighbor (this must preserve 
connectedness). The above removal might yield ad-
ditional unmarked nodes with one neighbor, which 
themselves will be removed. If an unmarked node n 
is connected to two other nodes m1 and m2, then re-
move n and link m1 and m2. This too preserves con-
nectedness. Continue doing these two operations un-
til neither can be done. The node removal operation 
is similar to the “degree-2 delete” operation defined 
in Wang et al. (2002) where a node can be deleted 
when the node's degree is less than or equal to 2. 
Notice that after reduction, the Updown matrices 
will change, and we use the new matrices to calcu-
late the Updown distance and similarity score from 
P to D. 

Figure 4 presents an example. In the figure, (i) 
shows a query tree, (ii) shows a data tree in which 
some nodes are marked, and (iii) shows the reduced 
tree of the data tree in (ii). In performing a structural 
search, our algorithm first applies the tree reduction 
technique to a data tree D, and then calculates the 
similarity score from the given query tree P to the 
reduced tree of D using the formula in Equation (2). 
The resulting value is then presented as the similar-
ity score from P to D. 

For example, in Figure 4, the similarity score 
from the query tree in (i) to the reduced data tree in 
(iii) is 68.42%. Hence, our algorithm displays the 
data tree in (ii) and indicates that the similarity score 
from the query tree to the data tree is 68.42%. This 
matching technique yields a similar effect as tree 

matching with variable length don't cares (Page 
2005b; Shasha et al. 2002), though the proposed ap-
proach does not require the user to explicitly specify 
the don't cares in the query tree. 

A Filter 

Given a query or pattern tree P and a database of 
phylogenies D, our goal is to find near neighbors of 
P in D where the similarity scores between the near 
neighbors and P are greater than or equal to a user-
specified threshold σ. We develop a filter to speed 
up the search, which works as follows. For the data-
base of trees, we create a hash table keyed by pair of 
node labels and each hash bin contains tree identifi-
cation numbers. The pair can be in alphabetical or-
der because U [u, v] = D [v, u] for any pair of node 
labels (u, v). Now given the query tree P, we con-
sider each pair of node labels in P and see which 
trees of the database the pair is in. (This requires 
time independent of the size of the database.) Sort 
the data trees by the number of hits. 

When evaluating a data tree D, we get a lower 
bound on the Updown distance from P to D by look-
ing at UP [u, v] where UP is the Updown matrix of P 
and (u, v) is a pair in P that is missing from D. The 
lower bound, denoted Low, is computed by summing 
up UP[u, v] for all pairs of (u, v) of P that are miss-
ing from D. From the lower bound, we can calculate 
an upper bound, denoted Upp, on the similarity 
score from P to D, where 

Figure 4: example showing how the data tree reduction technique works in near neighbour searching. 
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and VP is the set of labelled nodes in P. 
If the upper bound is already smaller than the 

user-specified value σ, we can eliminate D from 
consideration without calculating the similarity score 
from P to D. Furthermore, if a data tree D has a set S 
of k hits and it is decided D doesn't qualify to be a 
solution after calculating the similarity score from P 
to D, then any data tree D’ that only has S’ of k’ hits, 
where k’ < k and S’ is a subset of S, will not be a so-
lution and hence can be eliminated from considera-
tion. As our experimental results show later, this fil-
tering technique works well in practice. 

Extensions to Weighted and Unrooted 
Trees 

Some tree reconstruction methods provide infor-
mation to build a weighted tree where the weight on 
an edge represents the estimated evolutionary dis-
tance between the two nodes connected by the edge 
(Page and Holmes 1998). In extending our approach 
for weighted trees, we associate each up and down 
operation with a weight that equals the weight of the 
corresponding edge. Instead of having U [u, v] rep-
resent the number of up operations from node u to 
node v, we use U [u, v] to represent the sum of 
weights associated with the up operations from u to 
v. Likewise, we use D [u, v] to represent the sum of 
weights associated with the down operations from u 
to v. The similarity score between two weighted 
trees is then calculated in the same way as in Equa-
tion (2). 

Some phylogenetic tree reconstruction methods 
may produce unrooted unordered trees, or free trees. 
An unrooted tree is one that specifies only kinship 
relationships among taxa without specifying ances-
try relationships. The common ancestor of all taxa is 
unknown. Each edge in an unrooted tree can be 
weighted or unweighted. Let T be an unrooted unor-
dered tree. We define the Additive matrix A for T 
where each entry A [u, v] is the sum of the edge 
weights on the shortest path connecting u and v in T. 
If T is not weighted, then A [u, v] is simply the num-
ber of edges on the shortest path connecting u and v 

in T (reminiscent of the additive distance for an un-
rooted tree described in Berry and Bryant 1999; 
Buneman 1971; Wang and Gusfield 1998). Notice 
that when a rooted tree is treated as unrooted, we 
have U[u, v] + U[v, u] = A[u, v] for all pairs of (u, v) 
in the tree, where U and A are the Updown and Ad-
ditive matrices respectively. Therefore, matrix A can 
be obtained from U (the converse is not true). As 
matrix A is an additive matrix, the four-point condi-
tion (Buneman 1971; Zaretskii 1965) applies. 
Hence, an Updown matrix corresponds to a unique 
Additive matrix which corresponds to a unique tree. 
This holds for both weighted and unweighted trees. 

Now let AP represent the Additive matrix of the 
query tree P and let AD represent the Additive matrix 
of a data tree D. Let VP be the set of labelled nodes 
in P and let VD be the set of labelled nodes in D. Let 
I be the intersection of VP and VD; let J denote 
VP−VD. We define the Additive distance from P to 
D, denoted Add_dist (P, D), as follows (reminiscent 
of the measure defined in Williams and Clifford 
1971): 

The similarity score from P to D, denoted ASim (P, 
D), is calculated by 

The time complexity of the algorithm for comput-
ing ASim (P, D) is O(M 2 + N) where M is the num-
ber of nodes in P, and N is the number of nodes in 
D. It can be shown that for two unrooted trees P and 
D, whether they are weighted or unweighted, P and 
D are identical if and only if the similarity score 
from P to D is 100%. This property holds for rooted 
trees as well. 

Experiments and Results 

Comparison of (Dis)similarity Measures 
To evaluate the quality of the proposed similarity 

measures, we compared USim defined in Equation 
(2) with four widely used tree metrics implemented 
in the COMPONENT tool (Page 2005a). These tree 
metrics include partition metric (PAR), nearest 
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neighbour interchange metric (NNI), quartet metric 
(QUA) and maximum agreement subtree metric 
(MAST). Specifically, we compared the distribution 
of the metric values on 945 unweighted rooted trees 
generated by the COMPONENT tool. The query tree 
was generated randomly; the 945 data trees covered 
the entire tree space of unweighted rooted trees with 
6 labels. We compared the query tree with each data 
tree to obtain a metric or (dis)similarity value. For 
PAR, the metric value equals the number of edges in 
the query tree for which there is no equivalent (in 
the sense of creating the same partitions) edge in the 
data tree. For NNI, the metric value equals the num-
ber of nearest neighbour interchange operations 
needed to transform the query tree to the data tree. 
For QUA, the metric value equals the proportion of 
quartets that are shared in the query tree and the data 
tree. For MAST, the metric value equals the number 
of leaves removed to obtain a maximum agreement 
subtree of the query tree and the data tree. 

Figures 5-9 summarize the experimental results. 
In each figure, the X-axis shows different metric val-

ues. For each specified value on the X-axis, the fig-
ure shows the number of data trees whose metric/ 
(dis)similarity value from the query tree equals the 
specified value. The pattern in Figures 5 and 8 
agrees with the finding reported in Steel and Penny 
(1993), which presented a similar simulation. We 
see from Figures 5-9 that the proposed similarity 
measure has a good distribution of values, unlike 
partition metric (PAR) and maximum agreement 
subtree metric (MAST). It should be pointed out that 
each tree metric has its own advantages and short-
comings. As far as structural search is concerned, it 
is desirable to have a tree metric with a wide range 
of values. This would produce a sensible, ranked list 
of search results. We have also tested additional 
query trees. The distributions of metric values de-
pend on the tested query trees, though the qualitative 
conclusion obtained from these additional experi-
ments remains the same. 

Table 1 shows an in-depth comparison between 
the four widely used tree metrics and the proposed 
similarity measures USim and ASim, collectively re-

Figure 5: distribution of PAR metric values. 

Figure 6: distribution of MAST metric values. 

Figure 7: distribution of NNI metric values. 

Figure 8: distribution of QUA metric values. 
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ferred to as WSSP. In the table, a “Y” value in the 
“Polynomial computable” column means that there 
is a polynomial time algorithm for computing the 
corresponding tree metric and an “N” value means 
that computing the corresponding tree metric has 
been shown to be NP-hard. From Table 1 it can be 
seen that the running time of WSSP is better than 
NNI (nearest neighbour interchange metric). WSSP 
can be applied to weighted trees and unweighted 
trees where trees can be fully resolved or unre-
solved. It can be used to compare two trees whose 
internal nodes have labels and whose leaves have 
different taxa as shown in Table 1. The bottom line 
is that WSSP could be a useful metric in addition to 
the other excellent ones available. 

Efficiency of the Filter and Search 
Method 

We have also tested our filter technique on syn-
thetic data. One thousand unweighted rooted trees 
were randomly generated, each tree having 100 
nodes. The string labels of nodes were randomly 
chosen from a dictionary of size 500. The threshold 

value σ was set to 60%. In each run, a tree was se-
lected and modified into the query tree and the other 
trees were used as data trees. 1,000 runs were tested 
and the average was plotted. Figure 10 shows the 
results for varying query tree sizes. It can be seen 
from the figure that the proposed filter speeds up 
searches considerably. It was also observed that the 
running time drops as the user-specified threshold 
value σ increases. This happens because fewer data 
trees survive the filter when σ becomes larger. Fig-
ure 11 shows that the proposed search method scales 
up well − its running time increases linearly with 
increasing number of trees. These results are consis-
tent with those for real phylogenetic trees. 

A Structural Search Engine 
The proposed search method for unweighted 

rooted trees has been implemented into a Web-based 
system connected with TreeBASE. Figure 12 shows 
the system's main screen and query interface (the 
upper left window), a query tree (the lower left win-
dow), and the query tree's nearest neighbor in Tree-
BASE (the right window). In the main screen, the 
query tree is expressed in the parenthesized string 
notation; in the other two windows this same query 
tree and the nearest neighboring tree are viewed in 
the dendrogram format. 

Figure 12 displays data trees in TreeBASE where 
the similarity score, USim, of each data tree to the 
query tree is greater than or equal to the user-
specified threshold, 60%. Among the data trees, 
Tree1411 is ranked highest, which is the nearest 
neighbor of the query tree with a 100% similarity 
score. It should be pointed out that after applying the 
tree reduction technique to Tree1411, the reduced 
tree is exactly the same as the query tree. (The 

Figure 9: distribution of USim values. 

Table 1: comparison of the five studied tree metrics 
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matched taxa between the query tree and Tree1411 
are highlighted with a bullet and underscored in the 
figure.) Consequently the similarity score for 
Tree1411 is 100%. 

This structural search engine is implemented us-
ing Java, HTML, Perl, CGI, and C. It is fully opera-
t i o n a l  a n d  i s  a c c e s s i b l e  a t 
http://aria.njit.edu/~biotool/nnsearch.html. As of 
June 2005, about 600 users worldwide have ac-
cessed the search engine over 8,000 times totally. 
Most submitted query trees are small trees with 20 
or fewer nodes. With these query trees, a moderate 
similarity score (e.g. 60%), and the approximately 
1,600 unweighted rooted trees in TreeBASE, the 
system can perform a search in about one second on 
a SUN Ultra 20 workstation. 

Discussion 
Unlike many existing metrics (Brodal et al. 2001; 

Brown and Day 1984; Cole et al. 2000; Day 1985; 
Hein et al. 1996; Kao et al. 1997; Kubicka et al. 
1995; Lam et al. 1996; Page 1989; Page and 
Charleston 1998), designed for comparing two trees 
possibly with some constraints (e.g. the two trees 
must have the same set of leaves), the similarity 
scores described in the paper are mainly developed 
for near neighbor searching in phylogenetic data-
bases. The similarity scores are not symmetric, i.e. 
USim(X, Y) ≠ USim(Y, X), ASim(X, Y) ≠ ASim(Y, X), 
for any two trees X and Y. The non-symmetry prop-
erty is good in query-driven phylogenetic informa-
tion retrieval; it distinguishes between the situation 
in which X is a query and Y is a data tree and the 
situation in which Y is a query and X is a data tree. 

It should be pointed out that when a substructure 
in a data tree D exactly matches a query tree P, 
USim(P, D) = 100%, but the converse is not true. 
For example, if P = ((a, b), (c, d)) and D = ((a, b), 
c), the similarity score will be smaller than 100% 
despite the fact that a substructure of P exactly 
matches D. On the other hand, if D = ((a, b), (c, d)) 
and P = ((a, b), c), then the similarity score yields 
100%. Moreover, the similarity score from P to D 
strongly depends on the size of the subset of taxa 
that are in the query tree but not in the data tree---the 
larger this subset, the smaller the similarity.  

We have analyzed about 1,000 typical query trees 
submitted to our search engine by users around the 
world. Most query trees are small trees with 20 or 
fewer nodes and they may not have the same taxa as 
the data trees in TreeBASE. The users expect to see 
that a top ranked data tree in search results should be 
close to a query tree both in structure and in the 
number of overlapping taxa. Based on the user feed-
back, we designed the proposed similarity measure 
and ranking algorithm. On the other hand, if the user 
is only interested in evolutionary relations between 
species (i.e., tree topologies), the overlap between 
the taxa set of a query tree and that of a data tree is 
less important. In situations where the query tree and 
the data tree have the same set of taxa, the lower and 
upper bound that define the proposed filter would be 
0 and 100% respectively, yielding a less efficient 
filter method. 

In summary, we have presented a new approach 
to near neighbor searching for phylogenetic trees. 
Given a query or pattern tree P and a database of 
trees D, the proposed approach finds data trees D in 

Figure 10: running times on 1,000 synthetic trees for search 
methods with and without the filter. 

Figure 11: running times of the proposed search method on 
different sizes of databases. 
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D where the similarity score of P to D is greater than 
or equal to a user-specified threshold value. We de-
veloped similarity measures for comparing rooted 
and unrooted trees where the trees can be weighted 
or unweighted. The proposed algorithms have been 
used for analyzing the structures of phylogenetic 
trees and for performing structure-based searches in 
TreeBASE. 

Acknowledgement 
We would like to thank the anonymous reviewers 

for their thoughtful comments that helped to im-
prove both the presentation and the content of this 
paper. This work was supported in part by NSF 
grants IIS- 9988345, IIS-9988636, MCB-0209754 
and NIH grant GM32877. 

 

 

References 
Berry V and Bryant D. 1999. Faster reliable phylogenetic analysis. In Proceed-

ings of the 3rd Annual International Conference on Computational 
Molecular Biology, 59-68. 

Brodal GS, Fagerberg R and Pedersen CNS. 2001. Computing the quartet 
distance between evolutionary trees in time O(nlog2n). In Proceedings 
of the 12th Annual International Symposium on Algorithms and Com-
putation, 731-742. 

Brown EK and Day WHE. 1984. A computationally efficient approximation to 
the nearest neighbor interchange metric. Journal of Classification, 1, 
93-124. 

Bryant D, Tsang J, Kearney P and Li M. 2000. Computing the quartet distance 
between evolutionary trees. In Proceedings of the 11th Annual ACM-
SIAM Symposium on Discrete Algorithms. 

Buneman P. 1971. The recovery of trees from measures of dissimilarity. In 
Mathematics in Archaeological and Historical Sciences, Edinburgh 
University Press, 387-395. 

Camin JH and Sokal RR. 1965. A method for deducing branching sequences in 
phylogeny. Evolution, 19, 311-326. 

Cole R, Farach-Colton M, Hariharan R, Przytycka TM and Thorup M. 2000. 
An O(nlogn) algorithm for the maximum agreement subtree problem 
for binary trees. SIAM J. Comput., 30(5), 1385-1404. 

DasGupta B, He X, Jiang T, Li M, Tromp J, Wang L and Zhang L. 1998. Com-
puting distances between evolutionary trees. In D.Z. Du and P.M. 
Pardalos (eds.), Handbook of Combinatorial Optimization, Kluwer 
Academic Publishers, 2, 35-76. 

Day WHE. 1985. Optimal algorithms for comparing trees with labeled leaves. 
Journal of Classification, 2, 7-28. 

Figure 12: an example query and search results displayed via the Web-based interface of the proposed search engine. 



Wang et al 

Evolutionary Bioinformatics Online 2005:1 46 

Felsenstein J. 2003. Inferring Phylogenies. Sinauer Associates, Inc., Publish-
ers, Sunderland, MA. 

Gusfield D. 1997. Algorithms on Strings, Trees and Sequences: Computer 
Science and Computational Biology. Cambridge University Press, 
New York. 

Hein J, Jiang T, Wang L and Zhang K. 1996. On the complexity of comparing 
evolutionary trees. Discrete Applied Mathematics, 71, 153-169. 

Kannan S, Lawler E and Warnow T. 1990. Determining the evolutionary tree. 
In Proceedings of the 1st Annual ACM-SIAM Symposium on Discrete 
Algorithms, 475-484. 

Kannan S, Warnow T and Yooseph S. 1995. Computing the local consensus of 
trees. In Proceedings of the 6th Annual ACM-SIAM Symposium on 
Discrete Algorithms, 68-77. 

Kao MY, Lam TW, Przytycka TM, Sung WK and Ting HF. 1997. General 
techniques for comparing unrooted evolutionary trees. In Proceedings 
of the 29th Annual ACM Symposium on Theory of Computing, 54-65. 

Kubicka E, Kubicki G and McMorris FR. 1995. An algorithm to find agree-
ment subtrees. Journal of Classification, 12(1), 91-99. 

Lam T, Sung W and Ting H. 1996. Computing the unrooted maximum agree-
ment subtree in subquadratic time. In Proceedings of the 5th Scandi-
navian Workshop on Algorithm Theory, 124-135. 

Page RDM. 1989. Comments on component-compatibility in historical bio-
geography. Cladistics, 5, 167-182. 

Page RDM. 2005a. http://taxonomy.zoology.gla.ac.uk/rod/cpw.html. 
Page RDM. 2005b. http://darwin.zoology.gla.ac.uk/~rpage/TreeSearcher/

TreeSearcher/TreeSearcher.html.  
Page RDM and Charleston MA. 1998. Trees within trees: Phylogeny and his-

torical associations. Trends in Ecology and Evolution, 13, 356-359. 
Page RDM and Holmes EC. 1998. Molecular Evolution: A Phylogenetic Ap-

proach. Blackwell Science. 
Piel WH, Sanderson MJ and Donoghue MJ. 2003. The small-world dynamics 

of tree networks and data mining in phyloinformatics. Bioinformatics, 
19(9), 1162-1168. 

Sanderson MJ, Donoghue MJ, Piel WH and Eriksson T. 1994. TreeBASE: A 
prototype database of phylogenetic analyses and an interactive tool for 
browsing the phylogeny of life. American Journal of Botany, 81(6), 
183. 

Shasha D, Wang JTL and Giugno R. 2002. Algorithmics and applications of 
tree and graph searching. In Proceedings of the 21st ACM SIGMOD-
SIGACT-SIGART Symposium on Principles of Database Systems, 39-
52. 

Steel M and Penny D. 1993. Distributions of tree comparison metrics - some 
new results. Systematic Biology, 42(2), 126-141. 

Steel M and Warnow T. 1993. Kaikoura tree theorems: Computing the maxi-
mum agreement subtree. Information Processing Letters, 48, 77-82. 

Thorley JL and Page RDM. 2000. RadCon: Phylogenetic tree comparison and 
consensus. Bioinformatics, 16, 486-487. 

Wang JTL, Shan H, Shasha D and Piel WH. 2003. TreeRank: A similarity 
measure for nearest neighbor searching in phylogenetic databases. In 
Proceedings of the 15th International Conference on Scientific and 
Statistical Database Management, 171-180. 

Wang JTL, Zhang K, Chang G and Shasha D. 2002. Finding approximate 
patterns in undirected acyclic graphs. Pattern Recognition, 35(2), 473-
483. 

Wang L and Gusfield D. 1998. Constructing additive trees when the error is 
small. Journal of Computational Biology, 5(1), 127-134. 

Wang L, Jiang T and Gusfield D. 2000. A more efficient approximation 
scheme for tree alignment. SIAM Journal on Computing, 30(1), 283-
299. 

Williams WT and Clifford HT. 1971. On the comparison of two classifications 
on the same set of elements. Taxon, 20, 519-522. 

Zaretskii KA. 1965. Constructing trees from the set of distances between pen-
dant vertices. Uspehi Matematicekih Nauk, 20, 90-92. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


