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Efficient Communication of Sensors Monitoring
Overhead Transmission Lines

Yik-Chung Wu, Long-Fung Cheung, King-Shan Lui, and Philip W. T. Pong

Abstract—It is foreseen that a future smart grid has to handle
more dynamic and distributed electricity supply and consumption.
In that case, a robust automation system becomes essential. To
monitor the status of the power system, a large amount of sensors
are deployed in both the transmission grid and distribution grid.
The sensors generate massive amount of data periodically for
automation. This paper studies how the data measured on trans-
mission lines can be delivered efficiently to substations. It has been
demonstrated that the traditional way of data transmission is not
sufficient and direct wireless links should be used to reduce the
delay in information delivery. Furthermore, optimal placement
of these direct wireless links is studied aiming at minimizing the
delay in information delivery. The associated energy consumption
in data transmission is also investigated.

Index Terms—Delay-energy trade-off, information delivery,
monitoring, overhead transmission lines.

I. INTRODUCTION

B ECAUSE OF THE use of renewable energy, power gen-
eration and usage in the future will be more dynamic and

distributed [1]–[3]. To maintain the stability of power supply,
digital technology will be heavily used to provide automation.
It is anticipated that smart grid, the next generation electricity
network, would be self-healing, fault tolerant, and can accom-
modate variation in generation, storage and consumption effi-
ciently [4]–[6]. For the control center to master the status of the
power system in real-time, sensors are put in various compo-
nents in the whole power network [7], [8]. These sensors would
take measurements every few milliseconds and generate a lot
of information. How to deliver information to the control center
becomes a necessary issue to be solved for building an intelli-
gent smart grid [9]. This paper studies the wireless communi-
cation infrastructure for monitoring the overhead transmission
lines. We propose a mathematical framework to understand the
time delay in delivering data measured by sensors to the sub-
stations. We also demonstrate the trade-off between the energy
spent in communication with the maximum delay. Our study
provides guidelines on the design of information network in the
transmission grid.
Due to the long distance between generation and consump-

tion, extensive use of overhead transmission lines in the grid
is required [10]. Besides the overhead transmission lines, there
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are substations monitoring and controlling the power transmis-
sion. Transmission poles/towers provide structural support for
the overhead lines. The control center collects information from
the substations every few seconds. Nowadays, the speed of com-
munication links between the control center and the substa-
tion may be still slow [11], [12]. However, it is expected that
more power companies will upgrade their existing communi-
cation links with higher bandwidth, lower latency communi-
cations lines (e.g., optical fiber), to form their backbone net-
works [13], [14]. More information can then be communicated
between the control center and the substations to facilitate smart
automation [15]. As a result, we need a cost effective communi-
cation network to deliver information of the transmission lines
to the substations.
Although bandwidth abundant, wired network like optical

fiber may not be appropriate in the transmission grid which is
large in scale. Awireless solution is thus sought [16]. In [17], the
concept of using wireless sensors to support substation automa-
tion is proposed. On the other hand, Yang et al. [18], [19] are
known to be the first to extend the usage of wireless sensor net-
work to monitor overhead transmission lines. Sensors are put on
different positions on a transmission line. In this case, the con-
ditions of the portion of the transmission line located far away
from the substations can also be observed. Yang et al. further
implement a prototype of the power line sensor to demonstrate
its feasibility in [20], and predict the real-time overload capacity
of the line locally in [21], [22]. Nevertheless, they did not study
how the sensors are connected to each other but assume that an
underlying network is present and is formed automatically for
data forwarding.
To the best of our knowledge, Chen et al. [23] and Leon et

al. [24] are the first to propose a network model tailor-made
for supporting the overhead transmission lines monitoring ap-
plications. They suggest that each pole is equipped with a relay
node, which has both short-range and long-range communica-
tion modules. Sensors deployed on the transmission line, which
can only perform short-range communication, send their data
to the relay node on the pole. The long-range communication
in a relay node allows it to send the collected information to
another relay on a nearby pole that is closer to the substations.
In other words, the relay nodes form a linear network between
the two substations sitting at the ends of the transmission lines
(see Fig. 1). Our earlier studies [25] show that this linear net-
work model is not sufficient in supporting speedy and extensive
traffic requirement in smart grid. To reduce the delay in informa-
tion delivery, some relay nodes should set up a direct wireless
link to the control center.
In this paper, we develop amathematical framework to under-

stand the relation between transmission delay and the number
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Fig. 1. Overhead transmission lines between two substations.

of direct links. We identify the optimal positions to establish
direct links to minimize delay. We also find out that the im-
provement on delay is not linearly related to the number of
links. Furthermore, to understand the energy used in these direct
links, we carry out numerical computations based on realistic
traffic and energy information [26], [27]. Our studies facilitate
a better planning of the communication network in the transmis-
sion grid.
This paper is organized as follows. Section II explains how

a direct link reduces the information delivery delay in more de-
tails. Then in Section III, we formulate the optimal direct link
placement problem and collect energy profiles of cellular com-
munications. In Section IV,we investigate the relationship be-
tween energy and traffic time. Finally, we conclude our work
with some future directions in Section V.

II. NETWORK MODEL

A. Description of Linear Network Model

Fig. 1 shows an example of how poles connect transmission
lines between two substations. The distance between two sub-
stations can be as far as 50 km. On the other hand, the distance
between two poles/towers can be 0.5–1 km depending on geo-
graphical constraints and actual needs. Therefore, there can be
20–100 poles/towers between two substations.
We follow the model in [23]–[25] that there is a relay node in-

stalled in each pole. The sensors placed on the transmission lines
would send the information to the relay on the pole. For easy
deployment, these sensors are usually put near the pole. Then,
the distance between the sensor and the relay is less than 100
m, and a short-range communication technology, such as Blue-
tooth, suffices. After collecting information from the sensors,
the relay should send the information to the substation. In the
linear network model [23], [24], a relay not directly connected
to the substation would send its information to its neighbor relay
that is closer to the substation. For example, the relay on Pole 3
would send its data to Pole 2, which can then send its own data,
together with the data from Pole 3 to Pole 1. Then Pole 1 sends
all the collected information, together with its own information,
to the substation. This is illustrated in Fig. 2.

Fig. 2. Hop-by-hop relaying in linear network model.

TABLE I
MAJOR PARAMETERS FOR COMPUTING THE DELAY IN

LINEAR NETWORK MODEL

B. Delay of Linear Network Model

In [25], we demonstrate that the linear network model cannot
deliver information in a timely fashion. Consider the situation
where there are . Since there are substations
at both sides of the network model, we only need to consider
the data relaying on one side, i.e., from Pole 50 to Pole 1. In
particular, the relay on Pole 50 sends its data to Pole 49. Pole
49 sends its own data and the data from Pole 50 to Pole 48.
Suppose each relay collects bytes of information from its
sensors. Then, Pole 50 sends Byte to Pole 49, Pole 49 sends

Bytes to Pole 48 and so on. It turns out that Pole 2 needs
to send Bytes of information to Pole 1. In general, the
number of Byte sent from Pole to Pole can be expressed
as , where . Let be the data
transmission rate between two poles, the total time for the data
of Pole 50 to arrive at the substation is then given by

(1)

where is the summation index. Table I summarizes the major
system parameters in the above calculation. To get a sense of
the delay, suppose ZigBee1 with a data rate of 31.25 kBytes/s
[20] is used for the communications between poles, and

[25]. It takes for
the information collected at Pole 50 to reach the substation.
Notice that the above simple calculation does not include the

relaying channel access time, which occurs because wireless
channel is a shared medium. One device may have to wait if the
channel has already been occupied by other devices, in order to
avoid data packet collision. The most common medium access
mechanism is channel sense medium access/collision avoidance
(CSMA/CA), and for a typical sensor network, CSMA/CA time
is around 41 ms [28], [29]. The inclusion of wireless channel
access time would further add , giving the
total information delivery time 165.2 s, which is far longer than

1Although standard Zigbee only covers several hundred meters of transmis-
sion range, more advanced version of wireless sensor transceiver can support
transmission range up to 1.5 km [20]
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Fig. 3. All relay nodes transmit their information through direct wireless links.

the duration that the Supervisory Control and Data Acquisition
(SCADA) system gathers data [15].

C. Beyond Simple Interpole Relaying

Apart from the delay issue, the linear network model also suf-
fers from imbalance of workload that the relays closer to the
substations have to handle a lot more traffic than those sitting
farther away. As a result, it is necessary to identify a more ef-
ficient way to deliver the collected sensor data. We propose to
establish some direct links between the pole relays and the con-
trol center to solve the problem [25]. In this way, the data col-
lected at these relays can be sent to the control center directly,
without relying on neighbor relays. Fig. 3 presents the network
abstraction when all relays are directly connected to the control
center, represented as the sink node. Because the control center
may be several kilometers away from the pole, the direct link
between them should rely on cellular technology. For example,
the data rate of GSM is around 8 kBytes/s [30], [31], the time to
send information to the control center is significantly reduced to

. Delay can be further reduced if we use 3G wireless
connection instead of GSM.
Definitely, by setting up a direct link on each pole, the delay

will be minimized and the workload among relays will be the
most balanced. Nevertheless, this arrangement is expensive in
terms of equipment cost and extra energy consumption of the
direct cellular wireless links. To strike a balance, we should se-
lect only some relays to establish direct links. Relays that are
not directly connected to the control center should send their
data to one of those relays that have a direct link. Nevertheless,
it is not clear how many links we should set up to achieve a cer-
tain delay requirement. Besides, the positions of the direct links
would affect the delay as well. For example, it is probably not
very beneficial if we set up a direct link at Pole 2 as the infor-
mation collected at Pole 50 still need to travel a long way before
reaching a direct link. To the best of our knowledge, there is no
study on the optimal arrangement of direct links in monitoring
of transmission grid. In the next section, we present the theoret-
ical analysis on the issue.

III. OPTIMAL ARRANGEMENT

In this section, we study the problem that given a number of
direct wireless links, where should we put these links so that
the delay of data delivery is minimized. We develop a relation
between the number of direct wireless links and the maximum
delay in information delivery. System administrators can deter-
mine how many direct links they need based on their delay re-
quirement. We first demonstrate our idea using a simple case

Fig. 4. Network with two wireless direct links. expressions for and are
given by (2) and (3), respectively.

where there are only two direct wireless links. We then extend
our idea to the general situation.

A. Simple Situation

For the ease of discussion, we call a node that connects di-
rectly, with or without a wire, to the sink node (control center)
as representative. Note that the two substations on both sides
are always representatives because they directly connect to the
sink through Ethernet or other wireline technology. A node that
does not connect directly to the sink node should send its infor-
mation in a hop-by-hop manner to one of the representatives.
We divide all the nodes into different groups where each group
contains the nodes that send information to the same representa-
tive. Suppose there are two direct wireless links, then there are
four groups: , , , and , as shown in Fig. 4. We let the
four representatives in the four group be , , , and .
Each node should select the representative that can deliver

its information to the sink node using the minimum time. The
time needed involves the hop-by-hop travel from node to the
representative and the transmission time from the representative
to the sink node through the direct wireless link. We assume that
each node would forward its information and the information
from other nodes that it has to relay together. Therefore, if nodes
and select the same representative, node would select
the same representative as well (see Fig. 4). Within the same
group, the node sitting at the end would suffer the largest delay
in sending information to the control center. We refer this delay
as maximum delay and denote the maximum delay of group
as . Our goal is to minimize by selecting the size of
each group and the appropriate and .
To minimize , the maximum delays of the groups

should be the same. Therefore, we have ,
which implies a symmetric structure in the topology. Under the
assumption that each relay collects the same amount of data
from its sensors, this is equivalent to the number of nodes in
should be the same as that in . Furthermore, the number

of nodes in should be the same to that in . This reduces to
the problem of putting nodes in two groups only such that

.
Notice that in each group using a direct wireless link, there

are two components in the delay. The first one is relaying all the
data in a group to the representative, and then the representative
node sends all the collected data through the direct link. Since
the total amount of data in a group is fixed no matter where to
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put the representative node, it is the first factor that affects the
placement of representative node in a group. In a linear network
model, each node receives data from an adjacent node, appends
its own data and then forwards the whole data to the next node, it
is obvious that the smaller number of nodes the data go through,
the faster the data reaches the destination. Therefore, will be
minimized if we select the middle node in the group to be the
representative.
To compute the optimal number of nodes to be put in and
, let the number of nodes in be , i.e., nodes on

each side of . Further, let be the average channel access
time, and be the transmission data rate for the direct wireless
link from to the control center. In , for the first hops
on each side of , the data can be relayed at the same time
without collision, and it takes the delay

. On the other hand, in the last hop relaying from
both sides to , they should be performed one after another;
otherwise, there would be collision at . The time required for
the last hop of relaying is therefore . Together
with the transmission delay from to the sink, the total delay
is

(2)
On the other hand, the maximum delay for is

(3)
with represents the index of the last node in . In
order to minimize the maximum delay, we want , and
we obtain a quadratic equation

(4)

Putting into a standard quadratic form, we have

(5)

Of course, can only be integer, and the left hand side of
the above equation will likely not be exactly zero. So strictly
speaking, we have to employ exhaustive search to minimize the
left hand side of the above equation. On the other hand, in order
to save computation, we can relax the constraint of being an
integer and approximately solve the above equation using solu-
tion for quadratic equation.
Putting , , ,

, (corresponds to GSM trans-
mission), we can obtain and 57.9. Since must be
smaller than 50, we take the first solution. Furthermore, since
is an integer, should be either 14 or 15. When ,

and . Similarly, we can also com-
pute and for . It turns out that is the optimal
solution, and is 30.429 s.
After knowing , we can determine the positions of and
. Since represents the number of nodes on either left or right

Fig. 5. Network with more wireless groups.

of , we can calculate group size of by . In the above
case, has 29 nodes. Then has .
Obviously, is Node . Also, can be
obtained in a similar way.

B. General Situation

We can extend the idea to more than two relay nodes estab-
lishing direct wireless links. For example, for three nodes being
used as representative nodes to employ the direct wireless links,
we have the scenario in Fig. 5. Due to symmetry, , , and
will have the same number of nodes and denoted by .

Also, within each of , , and , the representative node
lies in the middle. If we focus on and in Fig. 5, it is ob-
vious that this problem is the same as that formulated with two
representative relays. However, the index of the last node of
is given by

(6)

where is the total number of groups using direct links.
It is obvious that now depends on , and we have to solve
(7). Putting (6) into (7), after some tedious but straightforward
manipulations, we have

(7)

and we can solve for using the solution of quadratic equation
as before. For example, for , , ZigBee for inter-
pole relaying (i.e., ), and the direct wire-
less link is a GSM link with , the obtained
from solving the quadratic equation is 8.4489 (the other solu-
tion is 18.7397, which is impossible as this would lead to more
than 100 nodes). Then we check and to see which
one gives a smaller maximum delay. It turns out that is
the optimal solution with , and . In
this case, the is 15.629 s.
After determining the number of nodes in each group, it can

be easily shown that the position of is the
node, where . In prac-

tice, the system administrator should first determine the number
of direct links based on the delay requirement of the system. Lo-
cations of the direct links can be computed using (7) determin-
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istically in the substation, or a centralized server of the whole
system. Representatives can then be informed by hop-by-hop
relaying. That is, substation puts the representative information
in a message and sends it to Pole 1. Pole 1 can then send it to
Pole 2, and so on. Once all representatives are informed, the
system can start monitoring the transmission grid. Furthermore,
in normal operation, there is no need to re-assign representatives
unless the system administrator wants to change the number of
groups or there is a node failure. The former case can be han-
dled by relaying the new information among the poles. In case
of node failure, the two neighbor poles of the failed node should
be the first to notice it. They should turn on their direct links and
inform the substation immediately. The substation can then de-
termine how groups should be formed and inform the poles.
Finally, we notice that there is a physical constraint on how

many nodes can be put into a group that uses a direct wireless
link. Since data is periodically generated, the data rate of the di-
rect wireless link should be faster than the data generation rate
within a group. Otherwise, data will be backlogged and over-
flow at buffer will occur. More specifically, we need

(8)

where is the time interval between two adjacent reporting.
On the other hand, for the two groups and , the corre-
sponding constraint on the data rate is

(9)

Equations (8) and (9) form the constraints on the feasible set of
.

For example, if we use GSM as the direct wireless link, re-
porting frequency is every 4 s, , then the con-
straint on is (or equivalently each group using direct
wireless link can have at most 7 nodes). Putting into (9),
the corresponding constraint on is . These constraints
reduce the flexibility of choosing a trade-off between number of
groups and maximum delay. If we want to have more choices in
choosing the number of nodes in a group, we can use a wireless
technology with higher data rate. For example, if we use 3G net-
work, [32]. This translates to the maximum
supported to be 18 (or equivalently each group using a single
direct wireless link can have at most 37 nodes), and the con-
straint on is . The constraints become less stringent.
Of course, we can choose to reduce the reporting frequency or
reduce the amount of data to be reported to make (8) and (9) sat-
isfied. However, these may not be the available options in some
situations.

C. Energy Consumption Analysis

The energy used in transmission can be divided into two parts.
The first part is the energy in interpole relaying, and the second
part is direct wireless link transmission energy. For the interpole
relaying, assuming there are groups using direct wireless links,
the total data size in relaying for these group is

. On the other hand, the total data size
relayed in the two groups directly attached to the substations is

,

where is defined in (6). Therefore, for one round of reporting,
the total energy spent in relaying is

(10)

where is the energy per byte for interpole relaying,
including transmission and reception. For example, for the
XBee-PRO (S2B) [27], the energy consumption for transmit-
ting and receiving one byte of data can be computed to be

(3.3 V, operating current during Tx is 117 mA,
current during Rx is 47 mA, 250 Kbps PHY rate).
For transmission using direct wireless link, the energy con-

sumption depends on the particular wireless technology one em-
ploys. For example, for a GSM device, the energy consumption
(obtained from measurement) is [26]

(11)

where , is the data
size in kilobyte in each transmission, and
takes the maximum/minimum among and . The first term
in (11) represents the actual energy for transmitting the data.
The second term represents the ramp-down energy after trans-
mission, while the third term is the maintenance energy for a
transmitter. On the other hand, for 3G standard, the energy con-
sumption is found to be

(12)

where the three terms in (12) hold the same meanings as that in
(11).

IV. NUMERICAL RESULTS

Fig. 6 shows the maximum delay time versus the
number of groups using direct wireless link. Total number
of node is 100, the amount of data per report for each pole is
4 kBytes, and the reporting interval is 4 s. ZigBee is used for
interpole relaying, and both GSM and 3G are considered for the
direct wireless link. From the figure, it is obvious that increasing
the number of groups reduces the . However, the trend
of shows a diminishing return. When the number of
group is larger than 10, the potential improvement in is
small. Furthermore, for the same number of groups, 3G network
shows a significantly smaller than that of GSM. This
is because the data rate for 3G transmission is much higher than
that of GSM.
On the other hand, if we also consider the energy consump-

tion, GSM demonstrates advantages. This is illustrated in Fig. 7,
which shows the total energy consumption in each round of re-
porting versus . From Fig. 7, it is clear that, in general,
for the same , the total energy spent by using GSM cel-
lular link is smaller than that of 3G link. More interestingly, for
both GSM and 3G wireless links, the curves show a V shape
and have clear minimum points in terms of total energy con-
sumption. This is because although energy in transmitting a unit
of data in wireless sensor network is smaller than that in cel-
lular links, in relaying, each node is spending a large amount
of energy to help its neighboring nodes to forward data, thus
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Fig. 6. Maximum delay time versus number of groups using direct wireless
link.

Fig. 7. Energy versus maximum delay time.

dominating the total energy consumption.When we increase the
number of groups, the amount of data in relaying decreases, but
the increase in energy due to more direct wireless links is mod-
erate, thus both delay and total energy consumption decrease.
However, if we are having too many groups, the high energy
consumption of cellular links would start to dominate the total
energy. This result clearly shows a trade-off between total en-
ergy consumption and delay of the system.
As a reference, if the system does not employ cellular link,

the total energy consumption in relaying can be easily obtained
from (10), by putting and . With the same param-
eters as those for generating Fig. 7, it turns out that the energy
consumption in each round of reporting is 169.72 J. This unfa-
vorable configuration corresponds to very large delay (165.2 s
as calculated in Section II-C) and large energy consumption. On
the other extreme, if all of the nodes employ direct GSM links
to transmit data, the total energy consumption in each round of
reporting would be 126.38 J, and the delay is only 0.5 s.
It is noticed that there are some configurations of GSM that

are not valid because they do not satisfy (8) and (9). In general,
how many configurations are invalid highly depends on the re-
porting interval and the amount of data reported by each sensor.

Fig. 8. Comparison of maximum delay performance of the proposed scheme
between and .

For example, if the reporting interval is doubled, only the con-
figurations with group sizes 19 and 29 are invalid. Furthermore,
since 3G has a high data rate, there is no invalid configuration
for the system setting we considered.
Finally, as the multiple access time varies with network

topology and channel contention protocol, Fig. 8 compares the
case of and on maximum delay
performance. It can be seen that except the maximum delays
are increased slightly due to the increased multiple access time,
the case of basically exhibits the same behavior
as the case of . Thus, it can be concluded that the
exact value of has a relatively small effect on the overall
system performance.

V. CONCLUSIONS AND FUTURE WORK

In this paper, the reconfigurable network model currently
proposed in the literature was revisited. It was shown that the
performance of this model can be further improved by careful
choice of the position of direct wireless links and communi-
cation mode. To further investigate this issue, an optimization
problem was formulated such that the configuration of the
network minimizing the maximum delay can be determined.
The network delay improvement made by the proposed so-
lution with direct wireless link was shown to be significant.
Furthermore, trade-off between energy consumption and delay
performance was also studied. It was found that while in-
creasing the number of groups would reduce the delay, too
many groups is not beneficial in terms of energy consumption.
The result of this paper help developers of future smart grid
to balance performance and cost constraints. In the future, we
plan to carry out site implementation of the model as well as
continuous performance study of this newly proposed network
model against some other realistic data traffics.

REFERENCES

[1] Z. Li and T. Yao, “Renewable energy basing on smart grid,” in Proc.
IEEE WiCOM, Oct. 2010, pp. 1–4.

[2] C.Wei, “A conceptual framework for smart grid,” in Proc. Asia-Pacific
Power Energy Eng. Conf. (APPEEC), Mar. 2010, pp. 1–4.



1136 IEEE TRANSACTIONS ON SMART GRID, VOL. 3, NO. 3, SEPTEMBER 2012

[3] H. Farhangi, “The path of the smart grid,” IEEE Power Energy Mag.,
vol. 8, pp. 18–28, Feb. 2010.

[4] F. Li, W. Qiao, H. Sun, H. Wan, J. Wang, Y. Xia, Z. Xu, and P. Zhang,
“Smart transmission grid: Vision and framework,” IEEE Trans. Smart
Grid, vol. 1, no. 2, pp. 168–177, Sep. 2010.

[5] X. S. Zhou, L. Q. Cui, and Y. J. Ma, “Research on smart grid tech-
nology,” in Proc. Int. Conf. Comput. Appl. Syst. Model. (ICCASM),
Oct. 2010, vol. 3, pp. 599–603.

[6] M. Sooriyabandara and M. J. Ekanayake, “Smart grid—Technologies
for its realisation,” in Proc. IEEE ICSET, Dec. 2010, pp. 1–4.

[7] V. C. Gungor, B. Lu, and G. P. Hancke, “Opportunities and challenges
of wireless sensor networks in smart grid—A case study of link quality
assessments in power distribution systems,” IEEE Trans. Ind. Elec-
tron., vol. 57, no. 10, pp. 3557–3564, Oct. 2010.

[8] S. Ullo, A. Vaccaro, and G. Velotto, “The role of pervasive and coop-
erative sensor networks in smart grids communication,” in Proc. 15th
IEEE Mediterranean Electrotech. Conf. (MELECON), Apr. 2010, pp.
443–447.

[9] P. Zhang, F. Li, and N. Bhatt, “Next-generation monitoring, analysis,
and control for the future smart control center,” IEEE Trans. Smart
Grid, vol. 1, no. 2, pp. 186–192, Sep. 2010.

[10] F. Kiessling, P. Nefzger, J. F. Nolasco, and U. Kaintzyk, Overhead
Power Lines: Planning, Design, Construction. New York: Springer,
2003.

[11] G. Reed, P. Philip, A. Barchowsky, C. Lippert, and A. Sparacino,
“Sample survey of smart grid approaches and technology gap anal-
ysis,” in Proc. IEEE PES Innov. Smart Grid Technol. Conf. Eur. (ISGT
Eur.), , Oct. 2010, pp. 1–10.

[12] A. Bose, “Models and techniques for the reliability analysis of the smart
grid,” inProc. IEEEPower Energy Soc. Gen.Meet., Sep. 2010, pp. 1–5.

[13] G. N. Ericsson, “Classification of power systems communications
needs and requirements: Experience from case studies at swedish
national grids,” IEEE Trans. Power Del., vol. 17, no. 2, pp. 345–347,
Apr. 2002.

[14] G. N. Ericsson, “Communication requirements—Basis for investment
in a utility wide-area network,” IEEE Trans. Power Del., vol. 19, no.
1, pp. 92–95, Jan. 2004.

[15] A. Bose, “Smart transmission grid application and their supporting in-
frastructure,” IEEE Trans. Smart Grid, vol. 1, no. 1, pp. 11–19, Jun.
2010.

[16] V. C. Gungor and F. C. Lambert, “A survey on communication net-
works for electric system automation,” Comput. Netw., vol. 50, pp.
877–897, 2006.

[17] M. Nordman and M. Lehtonen, “A wireless sensor concept for man-
aging electrical distribution networks,” in Proc. IEEE Power Syst.
Conf., Oct. 2004, pp. 1198–1206.

[18] Y. Yang, D. Divan, R. G. Harley, and T. G. Habetler, “Power line
sensornet—A new concept for power grid monitoring,” in Proc. IEEE
Power Eng. Soc. Gen. Meet., 2006, p. 8.

[19] Y. Yang, F. Lambert, and D. Divan, “A survey on technologies for
implementing sensor networks for power delivery systems,” in Proc.
IEEE Power Eng. Soc. Gen. Meet., 2007, pp. 1–8.

[20] Y. Yang, D. Divan, R. G. Harley, and T. G. Habetler, “Design and im-
plementation of power line sensornet for overhead transmission lines,”
in Proc. IEEE Power Eng. Soc. Gen. Meet., Sep. 2009, pp. 1–8.

[21] Y. Yang, R. G. Harley, D. Divan, and T. G. Habetler, “Thermal mod-
eling and real time overload capacity prediction of overhead power
lines,” in Proc. IEEE SDEMPED, Aug.–Sep. 2009, pp. 1–7.

[22] Y. Yang, R. G. Harley, D. Divan, and T. G. Habetler, “Overhead con-
ductor thermal dynamics identification by using echo state networks,”
in Proc. Int. Joint Conf. Neural Netw., Jun. 2009, pp. 3436–3443.

[23] J. Chen, S. Kher, and A. K. Somani, “Energy efficient model for data
gathering in structured multiclustered wireless sensor networks,” in
Proc. IEEE Int. Perform., Comput., Commun. Conf. (IPCCC), Apr.
2006.

[24] R. A. Leon, V. Vittal, and G. Manimaran, “Application of sensor net-
work of secure electric energy infrastructure,” IEEE Trans. Power Del.,
vol. 22, no. 2, pp. 1021–1028, Apr. 2007.

[25] K. Hung, W. Lee, V. Li, K. Lui, P. Pong, K. Wong, G. Yang, and J.
Zhong, “On wireless sensors communication for overhead transmis-
sion line monitoring in power delivery systems,” Proc. IEEE Smart-
GridComm, pp. 309–314, Oct. 2010.

[26] N. Balasubramanian, A. Balasubramanian, and A. Venkataramani,
“Energy consumption in mobile phones: A measurement study and
implications for network applications,” Proc. ACM IMC, Nov. 2009.

[27] D. International, Xbee-pro 2009 [Online]. Available: http://www.
digi.com

[28] V. Shnayder, M. Hempstead, B. Chen, G. W. Allen, and M. Welsh,
“Simulating the power consumption of large-scale sensor network ap-
plications,” in Proc. 2nd Int. Conf. Embedded Netw. Sensor Syst. (ACM
Sensys), Nov. 2004, pp. 188–200.

[29] V. Shnayder, M. Hempstead, B. Chen, G. W. Allen, and M.
Welsh, Powertossim: Efficient Power Simulation for Tinyos
Applications, 2008 [Online]. Available: http://www.eecs.har-
vard.edu/shnayder/ptossim

[30] F. Ahmed andM. Imran, “Cryptographic analysis of gsm networks,” in
Proc. 6th Int. Bhurban Conf. Appl. Sci. Technol. (IBCAST), Oct. 2009,
pp. 20–27.

[31] J. A. Gutierrez, D. B. Durocher, B. Lu, R. G. Harley, and T. G.Habetler,
“Energy evaluation goes wireless: Applying wireless sensor network
in industrial plant energy evaluation and planning systems,” Ind. Appl.
Mag., vol. 13, no. 2, pp. 17–23, Feb. 2007.

[32] P. Nicopolitidis, G. Papadimitriou, M. Obaidat, and A. Pomportsis,
“3G wireless systems and beyond: A review,” in Proc. 9th Int. Conf.
Electron., Circuits, Syst., Dec. 2002, vol. 3, pp. 1047–1050.

Yik-Chung Wu received the B.Eng. (EEE) and
M.Phil. degrees from the University of Hong Kong
(HKU), in 1998 and 2001, respectively, and the
Ph.D. degree from Texas A&M University, College
Station, in 2005.
From August 2005 to August 2006, he was with

the Thomson Corporate Research, Princeton, NJ, as
a Member of Technical Staff. Since September 2006,
he has been with the HKU as an Assistant Professor.
He was a visiting scholar at Princeton University,
Princeton, in summer 2011. His research interests

are in general area of signal processing and communication systems.
Dr. Wu is currently serving as an Associate Editor for the IEEE

COMMUNICATIONS LETTERS.

Long-FungCheung received the B.Eng. degree with
honors in electronic and communication engineering
from the University of Hong Kong in 2010.
He is now a Research Assistant in the Department

of Electrical and Electronic Engineering, University
of Hong Kong. His research interests include sensor
networks and communication protocols design.

King-Shan Lui received the Ph.D. degree in com-
puter science from the University of Illinois at
Urbana-Champaign.
She joined the Department of Electrical and

Electronic Engineering, University of Hong Kong,
in 2002 and is now an Associate Professor. Her
research interests include network protocol design
and analysis, sensor networks, and quality-of-service
issues.

Philip W. T. Pong received the B.Eng. degree
from the Department of Electrical and Electronic
Engineering (EEE), University of Hong Kong
(HKU), and the Ph.D. degree in engineering from
the University of Cambridge, U.K., in 2005.
After working as a Postdoctoral Researcher at the

Magnetic Materials Group at the National Institute
of Standards and Technology (NIST) for three years,
he joined the EEE Department of HKU, where he is
now an Assistant Professor working on the physics
of magnetoresistive sensors, the application of spin-

tronic devices in smart grid and nanobiotechnology, and advanced sensing and
monitoring technology for power transmission lines.
Dr. Pong is a corporate member in electrical and electronics of the HongKong

Institution of Engineers (HKIE).


