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Abstract—Improving safety and convenience is always the top priority in designing today’s intelligent transportation system. In this paper, we study the problem of how to manage vehicle traffic at intersections by jointly considering safety, driver’s comfort, and efficiency, in vehicular ad hoc networks. We propose a distributed intersection management protocol (DIMP), which distributes traffic light control among vehicles. By following DIMP, vehicles can pass the intersections safely and efficiently at a comfortable speed during acceleration/deceleration. We extensively evaluate DIMP, and the evaluation results show that DIMP is both effective and efficient in managing vehicle traffic at intersections.
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I. INTRODUCTION

Driving gradually becomes a dominant mode of transportation all over the world. As road topologies and traffic patterns get increasingly complex, safety and energy efficiency become the top concerns. It is reported that nearly half of the 43,000 accidents each year in the U.S. highways result from vehicles passing intersections unsafely [1]. Although traffic lights are used at a majority of intersections to manage the passing of vehicles, most systems do not work in an efficient way as they operate with a fixed cycle. It is common to see vehicles stop in front of a red traffic light even when there is no vehicle on the intersecting road. To improve the efficiency of traditional traffic lights, adaptive traffic light control systems are studied in [2]–[4], which dynamically adjusts the cycle length of traffic lights based on traffic information estimated from loop detector sensors [5] or cameras. However, the methods cannot be applied widely as additional equipments are needed, and they are not effective enough due to the inaccurate traffic estimation. More importantly, over 48 million intersections in the U.S. do not have traffic lights [6].

With the heavy demand of intelligent transportation, vehicular ad hoc networks (VANETs) grow rapidly since 1980, where vehicles can be organized and self-coordinated via wireless communication. VANETs are expected to be widely applied to improve road safety and driving convenience [7]. In VANETs, virtual traffic lights (VTLs) are proposed to imitate traditional traffic lights, which generates a self-organization system composed of vehicles [6]. However, existing works assume that communication in VANETs is established under a perfect environment, and the drivers’ comfort level, an important factor affecting driving safety, is not considered. In order to make such a self-organization system operate safely and smoothly, vehicles at an intersection have to brake hard enough to achieve safety but not too strong to avoid driver’s discomfort. With this objective, in this paper we study the problem on how to carefully coordinate vehicles’ speed at intersections to achieve both safety and comfort.

We solve such a problem by considering the following two aspects: 1) traffic management, which schedules the sequential order for vehicles from different road segments to pass an intersection and 2) comfort braking distance (CBD), which warns the vehicles that cannot pass the intersection to brake early to avoid safety issues.

We design a distributed intersection management protocol (DIMP) in VANETs, which makes vehicles exchange messages to decide the order for passing intersections based on current traffic information in an ad hoc fashion. Our general idea is as follows: at an intersection, if all traffic is from only one direction, the vehicles can just drive through the intersection without waiting; if there are vehicles from different directions, they negotiate to agree on an order to pass the intersection so that the average waiting time is minimized. Specifically, in DIMP, vehicles are grouped into clusters based on their locations and driving directions. Each cluster elects a cluster head in charge of exchanging messages with other clusters and managing cluster members. When a vehicle cluster approaches an intersection, the cluster head broadcasts messages to vehicles on other roads to exchange critical driving information. The cluster whose location is the closest to the intersection can pass the intersection first, and others wait. This cluster notifies other clusters after all the vehicles in the cluster pass the intersection, and launches the next round of selection. When there are too many vehicles in the current running cluster, the cluster splits, and the next round of selection is restarted after a portion of the cluster passes the intersection to avoid making other clusters wait too long and to achieve fairness.
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We propose a concept of CBD for vehicles, which warns each vehicle cluster that cannot pass the intersection to brake at proper time to avoid danger and discomfort, and to guarantee efficiency at the same time. We design several heuristics to handle the practical issues in on-road scenarios, such as cluster head handover and dynamic cluster formation, to balance the waiting time for different clusters. The performance of DIMP is evaluated extensively with simulator OMNeT++ [8] associated with SUMO [9] and Veins [10]. The results show that DIMP can control the vehicle speed to avoid uncomfortable and unsafe deceleration, and reduce waiting time, and stop times.

The rest of this paper is organized as follows. The related work is presented in Section II. The background and assumptions of the problem are in Section III. Section IV presents the DIMP. Section V evaluates the protocol. Finally, this paper is concluded in Section VI.

II. RELATED WORK

The related work is classified into two parts: 1) adaptive traffic control and 2) virtual traffic control.

A. Adaptive Traffic Control

Existing work about adaptive traffic lights usually collects traffic information of each lane via wireless sensor networks or VANETs, and then adjusts the cycle length of traffic lights [2], [11]–[16]. In these systems, a control center is available at the traffic light side to control the traffic light’s phase sequence or phases’ timing [2], [11]. The schemes to control the traffic light range from fuzzy logic [12], linear programming [13], [14] to deep learning [15], [16]. These systems have two main drawbacks. First, the sensors can only collect the information between them. If vehicle waiting length is longer than the distance between two sensors, the waiting length cannot be accurately estimated. Second, these systems can only be applied in intersections with traffic lights and a control server is required. In our system, VANETs provide a way to detect vehicles in a long distance and no control center is required.

B. Virtual Traffic Control

At intersections without traffic lights, researchers propose to organize vehicles via wireless communication. Ferreira et al. [6] first proposed the concept of VTLs to manage traffic at intersections via V2V communication. But the authors make some assumption too idealistic in many situations, such as messages have no latency and the braking distance is not considered, which means, a vehicle can stop immediately with zero braking distance. Some work is done to improve the original VTL in safety, pedestrians’ passing or wireless connection [17]–[21]. Neudecker et al. [7] evaluated the feasibility of VTL in nonline-of-sight environments and a fail-safe model in VTL is proposed to deal with the scenario when communication cannot be established [17]. Viriyasitavat [18] proposed to control the virtual traffic light for both motorized and nonmotorized traffic, such as pedestrians. Shi et al. [19] added a new type named by “will” value in the broadcasting messages to evaluate the unbalance among vehicles based on VTL. The negative acceleration in the study is set 5 m/s², which is much higher than the comfortable negative acceleration. Tonguz and Viriyasitavat [20] proposed a system based on VTL to achieve the priority management at intersections for ambulances or fire trucks. Chou et al. [21] presented all possible phases’ combination in a traffic light and provide speed suggestion to drivers based on VTL. These protocols are mainly based on VTL and they do not improve the protocol’s efficiency.

Some researchers also propose protocols to manage vehicles at intersections. Azimi et al. [22] introduced stop and clear messages for resource reservation and release at intersections, which is extended into enter, cross and clear messages in [23], but one-lane intersections are considered. Pasin et al. [24] proposed a first-come-first-serve-based intersection management protocol on VANETs. Yang et al. [25] implemented the in-vehicle traffic light in an all-way stop based on the VANETs to help improve the post-encroachment time when no traffic lights are available. In these protocols, the authors focus on one-lane intersections and changing lanes are not allowed. The most related work is proposed by Bazzi et al. [26], which relies on the V2V to organize vehicles at intersections. In their proposed protocol, vehicles are grouped into clusters and clusters’ heads negotiate with each other about the passing order. The protocol restrictedly limits only one vehicle to pass the intersection one time, which largely reduces the performance when nonconflicting vehicles pass the intersection. In addition, the protocol does not consider multilane situation and a central server is needed when the vehicles cannot obtain the passing order.

Some other protocols propose to optimize the intersection for connected and autonomous vehicles. Medina et al. [27] proposed a cooperative intersection control method to achieve the virtual platooning based on the V2V communication. Lee and Park [28] proposed a cooperative vehicle intersection control system for trajectory planning using a nonlinear constraint optimization algorithm. Zhu and Ukkusuri [29] presented a linear programming formulation for autonomous intersection control that is able to obtain exact optimal solutions for scheduling vehicles at intersections. To deal with conflicting trajectories, a number of nonlinear constraints are proposed to guarantee the single-occupancy of collision regions. However, in these methods, vehicles are completely autonomous, whose trajectories are exactly predicted in advance. In addition, lane-changing is not allowed in these optimization protocols because the constraints for lane-changing is not able to be linearized [30]. In our protocol, vehicles are allowed to change lanes, pass over vehicles and stop when emergencies happen, which are hard to be predicted and modeled in an optimization system. Drivers are guaranteed to be comfortable and safe by restricting the max negative acceleration and only making nonconflicting vehicles pass the intersection at the same time.

III. BACKGROUND AND ASSUMPTIONS

A. Background

VANETs are composed of vehicles and road-side units (RSUs). A vehicle is equipped with an on-board unit (OBU)
and multiple application units (AUs). AUs contain applications that take advantage of OBUs’ communication capability to communicate with other vehicles or RSUs within the communication range. The communication between vehicles is based on the dedicated short-range communications technology, which was allocated 75 MHz of licensed spectrum in the 5.9 GHz band by the U.S. Federal Communications Commission. It is a short-range protocol with hundreds of meters as the communication range [31].

### B. Assumptions

1) Every vehicle is equipped with an OBU and AUs in the vehicle can employ it to send and receive messages. A same traffic management system is installed as an AU in all the vehicles. They are all driven under the same traffic management protocol on the road. As OBUs are standard communication equipment in VANETs [31], it is reasonable to assume that vehicles are equipped with them.

2) Vehicles’ locations are available and relatively accurate. Past research shows that localization accuracy can be maintained at less than 30 cm errors by integrating GPS, IMU, wheel odometry [32] or less than 50 cm by integrating lane and vehicle tracking [33] or other methods, like vision [34], [35]. Thus, it is reasonable for us to assume the vehicle’s accurate location can be obtained. The location of an intersection is available for every vehicle, which can be achieved by the same map saved in the vehicle.

3) We assume the direction of each vehicle at intersections is known. Usually, the destination of each vehicle is known before drivers start driving, thus the route and the direction at every intersection are also set. Even in traditional traffic light systems, it is also required that turning lights must be turned on before a vehicle passes an intersection if it makes a turn.

### IV. Protocol

In this paper, we aim to solve the problem of efficiently managing traffic at intersections in a distributed way without causing discomfort. In order to solve the problem, we design a DIMP in VANETs, which increases the traffic efficiency via reducing vehicles’ waiting time and stop times at intersections. There are mainly two challenges: the first one is when to establish communication channels between vehicles when they are approaching an intersection and the second one is how to organize vehicles at intersections in an efficient way under a distributed environment. To deal with the challenges, we first present the concept of CBD. Based on which, we introduce our DIMP.

#### A. Comfort Braking Distance

The braking distance is defined as the distance that a vehicle needs from it begins braking to it completely stops. Similarly, the CBD is defined as the minimum distance that does not cause any drivers’ discomfort during the deceleration process. CBD indicates the location, starting, where vehicles have to get the information about whether it should stop and yield to other vehicles. A similar concept, named safety distance, is proposed in [17]. But it does not consider a driver’s comfort level. The discomfort is mainly caused by a too large negative acceleration during braking process [36]. Thus, the negative acceleration should be limited under a threshold.

We use $d_{CBD}$ to denote the value of CBD. We use $v_0$ and $v_1$ to denote the speed before and after a vehicle brakes, respectively. Let $a$ denote the max value of the comfort negative acceleration, which is a constant, and $t$ denote the duration for the whole braking process. Then we have the following equation to calculate the value of CBD:

$$d_{CBD} = \frac{(v_0 + v_1)}{2} \times t. \quad (1)$$

Considering it is a deceleration process, $v_1$ and $v_0$ satisfy the following equation:

$$v_1 = v_0 - (a \times t). \quad (2)$$

Considering a vehicle is stopped after braking, $v_1$ is equal to 0 m/s. Thus, the value of CBD is obtained by combining (1) and (2)

$$d_{CBD} = \frac{v_0^2}{2 \times a}. \quad (3)$$

The equation indicates CBD can be calculated based on a vehicle’s original speed when it starts braking and the comfort negative acceleration. Wu et al. [36] showed that the negative acceleration should not exceed a threshold to ensure drivers’ comfort. If a driver decelerates in a negative acceleration speed less than this threshold, he/she would not feel uncomfortable. The threshold is suggested to be 2 m/s² in [36]. Based on the max comfort negative acceleration, the values of CBD under different original vehicle speeds can be calculated, which is shown in Table I. We can see that $d_{CBD}$ increases quadratically with the increasing speed under the fixed negative deceleration.

#### B. DIMP

This section presents the DIMP in detail. To manage vehicles at intersections, a traffic flow model is built and the traffic is managed based on the model. In such a model, vehicles periodically broadcast their information to create clusters. In each cluster, a cluster head is automatically elected via the broadcasting messages. Cluster heads determine the intersection occupation sequence of every cluster via the negotiation between each other. We present the protocol in two parts, the first one is about the traffic flow model and the second is about how the sequence is determined by cluster heads.

<table>
<thead>
<tr>
<th>Speed (MPH)</th>
<th>Time (s)</th>
<th>$d_{CBD}$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4.47</td>
<td>2.24</td>
</tr>
<tr>
<td>20</td>
<td>8.94</td>
<td>4.47</td>
</tr>
<tr>
<td>30</td>
<td>13.41</td>
<td>6.71</td>
</tr>
<tr>
<td>40</td>
<td>17.88</td>
<td>8.94</td>
</tr>
</tbody>
</table>

1 mile per hour
2 meter per second
1) Traffic Flow Model: In the traffic flow model, a vehicle needs to periodically broadcast a message, named ClusterInfo, including the information of its current coordinates and lane. Based on the information, every vehicle’s direction toward the intersection and distances between any two are obtained. Thus, vehicles are free to move to any available locations as long as the updated information is broadcast immediately. The clusters are reconstructed correspondingly.

In the clustering process, the current locating lane is first considered. If two vehicles are at two different lanes, they belong to two clusters. The reason to choose one lane instead of one road is that one road may have multiple lanes and vehicles in different lanes have different directions. Thus it is more efficient in resource allocation to cluster vehicles in a lane. When vehicles are in the same lane, their intervehicle distance is used to construct clusters. Without loss of generality, assuming vehicles are in the same lane, we use \( d_{\text{int}} \) to denote the intervehicle distance between two vehicles. \( d_{\text{int}} \) is a variable, which changes with the real-time locations of two vehicles. In order to enable cluster heads to manage maximum number of vehicles, we set the size of a cluster as large as possible. We use \( d_{\text{com}} \) to denote the communication range, assuming it is larger than \( d_{\text{CBD}} \). Here, we just assume \( d_{\text{com}} \) is larger than \( d_{\text{CBD}} \). \( d_{\text{com}} \) and \( d_{\text{CBD}} \) are compared in the evaluation section. When \( d_{\text{int}} > d_{\text{com}} \), they are in two different clusters. It means when vehicles cannot receive messages from each other, they are in two different clusters. In other words, only vehicles in the same cluster can receive the broadcasting messages. The communication range can be over 200 m in real field [37]. The number of vehicles in a cluster may become a large value.

Considering a cluster may be very long, we define chunks in a cluster to make a cluster separable. Each cluster is divided into multiple chunks. Due to the unknown relation between \( 2 \times d_{\text{CBD}} \) and \( d_{\text{com}} \), let \( d_{\text{chunk}} \) satisfy the following equation:

\[
d_{\text{chunk}} = \min(2 \times d_{\text{CBD}}, d_{\text{com}}).
\] (4)

Here, \( 2 \times d_{\text{CBD}} \) is an empirical value, which should be large enough to avoid frequent stopping and not too large to reduce other clusters’ waiting time. When \( d_{\text{int}} < d_{\text{chunk}} \), they are in the same chunk; otherwise, they are in different chunks. A cluster may have multiple chunks. Clusters and chunks are designed for different intentions. Clusters are to maximize the number of vehicles available in the same cluster while chunks are to split clusters to avoid other clusters waiting too long, which will be explained later.

An example is shown in Fig. 1. The distances between vehicles satisfy the following formula (assuming \( d_{\text{chunk}} < d_{\text{com}} \); otherwise, a cluster is composed of a chunk):

\[
d_{AB} < d_{\text{chunk}} < d_{BC} < d_{\text{com}} < d_{CD}.
\] (5)

In this example, vehicle A, B, and C are in the same cluster, while D is in another cluster. A is elected as the first cluster’s head and D is the other cluster’s head. A and B are in the same chunk while C is in another chunk.

a) Cluster head selection and updating: While driving, vehicles periodically broadcast a ClusterInfo message, which includes its ID, header ID, current location, direction, and timestamp. Initially, every vehicle sets itself as the cluster head and exchanges messages with other vehicles to update the cluster information. After receiving ClusterInfo messages, a vehicle records two pieces of information: 1) the cluster head’s ID, which can be directly found in the ClusterInfo message and 2) the ID of the vehicle right behind this vehicle, which can be identified based on the Coordinates field in the received messages. We name such a vehicle, Next vehicle. The vehicle then updates the cluster information as shown in Fig. 2. In this figure, \( D_{\text{sender}} \) and \( D_{\text{receiver}} \) are the distance from the sender and receiver to the intersection, respectively. \( D_{\text{next}} \) is the distance between the sender and receiver, which can be calculated from the received message. \( D_{\text{next}} \) is the distance between the receiver and the vehicle right behind the sender (the Next vehicle). Initially, the ID of the vehicle right behind the sender is set as NULL, and \( D_{\text{next}} \) is correspondingly set as infinite. They may be updated after receiving messages from neighbors, the procedure of which is explained later. If the sender is closer to the intersection than the receiver, the receiver updates its cluster head’s ID as the sender’s head. Otherwise, it means the sender is behind the receiver, and the receiver compares \( D_{\text{next}} \) with the saved \( D_{\text{next}} \). If \( D_{\text{next}} \) is less than \( D_{\text{next}} \) and less than \( d_{\text{chunk}} \), the ID of the vehicle right behind the sender is set as the sender’s ID. If \( D_{\text{next}} \) is larger than \( d_{\text{chunk}} \), it means that they are in different chunks, and the receiver does not record the sender as the Next vehicle.

We use Fig. 3 as an example to illustrate the cluster information updating process. We assume the distances between vehicles satisfy the following formula:

\[
d_{AB} < d_{\text{chunk}} < d_{BC} < d_{\text{com}}.
\] (6)

Initially, the cluster head’s ID in every vehicle is its own ID as shown in Fig. 3(a). After vehicle A broadcasts its ClusterInfo message, vehicle B updates its Head to be A since A is closer to the intersection in Fig. 3(b). After vehicle B broadcasts its ClusterInfo message, vehicle C updates its Head to be A and vehicle A updates its Next Vehicle to be B in Fig. 3(c). After vehicle C broadcasts its ClusterInfo, vehicle B will not...
When a cluster head and its distance to the state receives the DIMP protocol. In this protocol, a cluster is in one of the following states.

**State Transition:**

1. **State 0:** At state 0, a cluster has certain distance away from and is getting closer to the intersection. The cluster head will request the right to pass the intersection when it approaches the intersection.
2. **State 1:** A cluster starts braking in front of an intersection. When a cluster cannot pass the intersection directly, it starts braking.
3. **State 2:** A cluster completely stops and is waiting right in front of the intersection. When a cluster completely stops, it records the stop time. This state means the cluster cannot pass the intersection, and is waiting because of that another conflicting cluster is currently passing the intersection. At this state, cluster head periodically broadcasts a message to alert the passing cluster that there is a cluster waiting.
4. **State 3:** A cluster is ready to start moving toward the intersection. If the passing cluster announces that it is ready to yield the road right, clusters in state 2 move into state 3 and get ready to move. However, more than one clusters may be ready to move. Then they need to determine which one can move based on how long they have been waiting. If other clusters have been waiting for a longer time, this cluster will move back to state 2 and keep waiting. If no such a cluster exists, this cluster will wait for a certain time, start passing the intersection and move to state 4.

Before presenting how a cluster transits between the states, we introduce the types of messages exchanged. This set of messages is sent by a cluster head to vehicles in its cluster and other clusters.

- **Passing Request:** To request passing an intersection when the cluster approaches the intersection.
- **IAM Waiting:** To inform other clusters that the cluster brakes and is waiting for the road right.
- **Road Right Handover:** To inform clusters waiting at the intersection that the road right is now yielded to others and the waiting clusters need to negotiate who to obtain the road right.
- **Head Handover:** To inform cluster members to change the cluster head to its Next vehicle after it passes an intersection.
- **Priority Setup:** To negotiate the sequence to pass the intersection among clusters, determined by clusters’ waiting time at an intersection.
- **Time Notification:** To share the time at which the cluster just passes an intersection. The time also indicates when the intersection resource occupied by the current cluster will be released.

**State Transition:** State 0 -> state 4: When a cluster head approaches an intersection at state 0 and its distance to the intersection is less than 2 × \( d_{CBD} \), it broadcasts a passing request. When its distance to the intersection is less than \( d_{CBD} \), no other clusters are closer to the intersection, and no conflicting cluster is currently occupying the intersection, the cluster can move to state 4 and pass the intersection. The latter two conditions are satisfied when no other passing requests are received from clusters closer to the intersection and no head handover messages from the cluster currently passing the intersection are overheard.

**State Transition:** State 0 -> State 1: If a cluster at state 0 receives passing request, head handover, or priority setup from the heads of other conflicting clusters, the cluster may need to stop and move to state 1. If a passing request message is received from a cluster that has a crossing route with it, the cluster head...
compares its distance to the intersection with that of the sender. If it has a longer distance, it changes its state into 1 and slows down. Otherwise, it broadcasts a passing request immediately to request passing the intersection. If a head handover message is overheard from a cluster having a crossing route with it, which means currently there is a cluster in the process of passing the intersection, the cluster changes its state into 1 and slows down. If a priority setup message is received from a cluster having a crossing route with it, it means currently several clusters waiting at the intersection are negotiating who should pass the intersection, the cluster head changes its state into 1 and slows down.

State 1-> State 2: After a cluster head fully stops in front of an intersection at state 1, it changes the state into 2 and records the time of the complete stop. It periodically broadcasts an IAM waiting message to inform other clusters of its state.

State 2-> State 3: If a road right handover message is received at state 2 or the cluster has been at state 2 for longer than a threshold period without any messages received from other clusters, the head changes its state into 3 and broadcasts a priority setup message including its stop time.

State 1, 2-> State 4: If a head handover message from a nonconflicting cluster is received at state 1 or 2, it means the road right is obtained by a nonconflicting cluster. The current cluster obtains the right to pass the intersection and it changes its state into 4.

State 3-> State 2: Recall that the stop time is included in the priority setup. If a cluster head at state 3 receives a priority setup message, it compares its stop time with that in the message. The earlier the stop time is, the longer the waiting time is, and thus the cluster has a higher priority to pass the intersection. If its stop time is later than that in the message, it means there is another cluster which has been waiting for a longer period of time. So the cluster changes its state to state 1 and keeps waiting.

State 3-> State 4: At state 3, if a cluster head does not receive any priority setup messages whose stop time is earlier than its, it means this cluster head has been waiting at the intersection for the longest time and the cluster can move. We specify that, at state 3, after waiting for T3 without learning any cluster waiting for a longer time, the cluster moves into state 4 and starts passing the intersection. T3 serves for two purposes: 1) wait for all the other clusters at state 3 which have been waiting for a shorter period time than this cluster to move back to state 2 and 2) give the moving clusters enough time to stop in front of the intersection so this cluster can move without any collision. The calculation of T3 needs how long each moving cluster needs to stop in front of the intersection. After presenting all the state transitions, we will illustrate how T3 is calculated.

State 4-> State 1: If an IAM waiting message is received from a conflicting cluster, the cluster at state 4 checks whether it has occupied the intersection for longer than a threshold period of time. If so, the cluster head broadcasts a road right handover message to all the waiting cluster heads, so they can negotiate with each other who can pass the intersection through exchanging priority setup messages. Meanwhile, the vehicles inside the cluster which cannot safely stop will keep moving and pass the intersection and vehicles which can will stop. Specifically, the vehicles whose distance to the intersection is shorter than dcBD will keep driving, and other vehicles will stop. The vehicle, which needs to stop and is closest to the intersection among vehicles which need to stop, becomes the new cluster head of the cluster. This is also the vehicle whose distance to the intersection is larger than dcBD but is the closest to dcBD. This new cluster head calculates the time that all the vehicles in front of it can safely pass the intersection, denoted by TB, and then broadcasts TB in a time notification message. Note that how TB is calculated will be presented together with how T3 is calculated. The cluster moves into state 1 and brakes.

State 4-> State 0: When a vehicle passes an intersection at state 4, the cluster head checks whether it has a Next vehicle. The cluster head sends a head handover message if it has a Next vehicle in the chunk, then the Next vehicle becomes the new head at state 4; otherwise, it means the current chunk has passed the intersection. Whether there are still vehicles in the cluster does not affect the process. Even if the cluster has more vehicles, it should also be split by itself to give away the road right by broadcasting a road right handover message. Vehicles in the same cluster reset the cluster head’s ID as itself upon receiving the cluster handover message and forward the message to update cluster information. They stay moving and change their state into 0 to request passing the intersection again.

T3’s Calculation: As we mentioned previously, T3 is the time a cluster waits at state 3 before it starts to drive through the intersection. It serves for two purposes: 1) give all the moving clusters enough time to stop in front of the intersection so the cluster which has been waiting for a long enough time can move without any collision and 2) wait for all the other clusters at state 3 which have been waiting for shorter period time than this cluster to move back to state 2. Objective 2) can be automatically satisfied when objective 1) is satisfied since mechanical movement/stopping takes much longer time than electronic communication and computation. In the following paragraphs, we focus on how to determine a time point that all the moving clusters are guaranteed to stop.

For each moving cluster to stop, we must allow all the vehicles which cannot stop safely to pass the intersection and only stop the remaining vehicles. All the vehicles whose distance to the intersection is larger than dcBD can safely stop and others are allowed to pass. Here, we estimate how long it takes for all the vehicles whose distance is less than dcBD to pass the intersection and the road can be clear. For a vehicle A which will pass the intersection, we assume it will not brake nor speed up. To drive at its current speed vA, it takes da/vA for it to pass the intersection, in which da is its distance to the intersection. In a distributed fashion, once sends out cluster handover message, the cluster head of a moving cluster, assuming it is A, checks its distance to the intersection. If longer than dcBD, it starts braking and calculates TB = da/vA. Then it broadcasts a time notification message including TB announcing how long its cluster still needs to occupy the intersection. If shorter than dcBD, then it moves on and sends
its NEXT vehicle B a checkup message. Vehicle B will repeat
the operation. The vehicle which will do the calculation and
broadcast the time notification is the first vehicle to stop in
the cluster.

Take Fig. 4 as an example to illustrate this procedure. Since
the distances between the intersection to vehicle A as well as
vehicle B are shorter than $d_{CBD}$, vehicles A and B cannot brake
under the comfort negative acceleration, and thus, they have
to pass the intersection. Vehicle C is the closest to vehicle A
and B, and its distance to the intersection is longer than $d_{CBD}$,
so C brakes down and broadcasts a time notification message
including $T_B$, which is equal to $d_b$ divided by $v_B$.

When the cluster head with state 3 receives time notifica-
tion messages from all conflicting clusters that are driving,
chooses the latest time among all. Note that, if this cluster
head does not receive any time notification messages due to
message loss or any other reason, it will set up $T_3$ to be the
maximum time $T_{max}$ that a cluster needs to brake, which is
calculated by $v_{max}/a$. Here, $v_{max}$ is the speed limit and $a$
is the comfort negative acceleration. For a cluster waiting at an
intersection with state (3), when the waiting time is later than
$T_3$, it begins to pass the intersection. The calculation of $T_3$
is shown as follows:

$$
T_3 = \min\left\{ T_{max}, \max\left\{ T_{B, received} \right\} \right\}
$$

(7)

where $T_{B, received}$ is the vector of all the received $T_B$. $T_3$ is set
to the lesser of $T_{max}$ and the maximum value of $T_{B, received}$.

The detailed protocol is presented in Algorithm 1.

C. Lane Changes and Emergencies

In DIMP, a vehicle’s cluster membership is determined by
its current lane. In practice, vehicles may change lanes on
a multilane road or stop for emergencies at any time. Our
protocol provides two methods to handle the two scenarios.
Lane change is handled by changing the cluster memberships.
As designed in DIMP, vehicles are grouped into clusters, each
including vehicles in the same lane. A vehicle needs to join
another cluster if it switches to another lane. In our protocol,
when a vehicle switches, it broadcasts a message to inform that
it leaves the current cluster and joins a new cluster. After that,
in the current cluster, if this vehicle is the head, it hands over
its head status and current state to its Next vehicle; otherwise
the current cluster just updates the cluster information and
does not change its state. In the new cluster which this vehicle
switches to, if the vehicle is closer to the intersection than the
current head, it becomes a new head and maintain the current
cluster’s state; otherwise, it just informs the cluster members
of its information. This also applies on the scenario when a
cluster head separates from a cluster for unknown reasons.
When the head plans to leave a cluster, its state will be passed
to the new cluster head.

The emergencies are defined as staying in the wrong lane,
such as a vehicle is to turn left while it is in the through lane
at an intersection. When an emergency happens, the vehicle
in the wrong lane waits for the cluster in the correct lane
to get the road right and then changes its lane to pass the
intersection. For example, if the current moving clusters to turn
left are in the through lanes and the cluster head encounters
an emergency, it informs the current moving clusters to stop
and let other clusters negotiate for a new road right to pass the
intersection. If the cluster in the left turn lane gets the road
right, the emergency vehicle in the through lane looks for a
chance to turn left and to pass the intersection. Under other
unpredicted accidents and emergencies, our system, which is
the worst case, can backward to stop-and-go rules, just as in
an all-way stop intersection.

V. ANALYSIS AND EVALUATION

A. Evaluation Methodology

1) Objectives: In this section, we evaluate DIMP with the
following two objectives.

1) Testing the effectiveness of the protocol by measuring
how early a vehicle can receive traffic coordination
messages before entering an intersection.

2) Evaluating the efficiency of the proposed protocol with
the following two metrics: a) the average time that vehi-
cles need to wait at the intersection and b) the average
number of vehicles that wait at the intersection.

More specifically, for the first objective, we measure a vehi-
cle’s distance to an intersection when it receives the first
coordinated message from the intersecting roads. If a vehicle
is able to receive the messages from other clusters before it
gets can safely brake under the max negative acceleration, it means
the messages in our protocol can be delivered to the vehicle
in time without affecting driving during the process. For the
second objective, we compare the performance of DIMP with
other two protocols, VTLs [6], and traditional traffic lights.

As mentioned in Section II, many traffic-light-less protocols
are based on VTL to improve the performance regarding to
safety, pedestrian passing or wireless connection, which do
not reduce vehicles’ waiting time in passing intersections.
Except the VTL-based protocols, some other works based
on V2V either mimic the all-way stop or consider one-lane
intersections. As we all know, all-way-stop intersections are
very inefficient [38] and vehicles with nonconflicting routes
will pass the intersection at the same time. More importantly,
they do not handle the emergencies and a control center is
required in the worst case. Thus, they are not easy to be imple-
mented in a multilane intersection without a remote center
server. In these protocols for connected autonomous vehicles,
vehicles’ trajectories are required in advance and their accel-
eration and deceleration processes need to be completed
in a high accuracy, which is hard for human drivers. Also the
optimization consumes a lot of computation and changing
lanes is not allowed because the constraints for lane-changing
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Algorithm 1 DIMP

Notations:
- \( \text{stopTime} \): the time when the vehicle stops.
- \( \text{lastTime} \): the time when the last ‘IAM waiting’ is sent.
- \( T_B \): the time the last vehicle in current cluster needs to pass the intersection.
- \( T_3 \): the extra waiting time from state 3 to 4.

(1) Upon entering state 1
   if Distance to an intersection less than \( 2 \times d_{CBD} \) then
      Broadcast a ‘passing request’ message.
   else if Distance to an intersection less than \( d_{CBD} \) then
      \( \text{state} \leftarrow 4 \).
   end if

(2) Upon entering state 1
   if Distance to an intersection is close to \( d_{CBD} \) then
      Brake down with the max decelerating acceleration.
      \( \text{state} \leftarrow 2 \).
   end if

(3) Upon entering state 2
   if Complete stop for the first time then
      \( \text{stopTime} \leftarrow \text{current time} \).
   end if

   if Timeout since \( \text{lastTime} \) then
      Broadcast an ‘IAM waiting’ message.
      \( \text{lastTime} \leftarrow \text{current time} \).
   end if

   if Timeout since \( \text{stopTime} \) with no messages then
      \( \text{state} \leftarrow 3 \).
   end if

(4) Upon entering state 3
   Broadcast a ‘priority setup’ message.
   if Wait for another \( T_3 \) then
      \( \text{state} \leftarrow 4 \).
   end if

(5) Upon entering state 4
   Set speed as the max one.
   if There is a Next vehicle then
      Broadcast a ‘head handover’ message.
   else
      Broadcast a ‘road right handover’ message.
   end if

(6) Upon receiving a ‘passing request’ message
   if It is from a conflicting cluster then
      if \( \text{state} \) is 1 then
         if \( D_{\text{sender}} > D_{\text{receiver}} \) then
            Broadcast a ‘passing request’ message.
         else
            \( \text{state} \leftarrow 1 \).
         end if
      end if
   end if

(7) Upon receiving an ‘IAM waiting’ message
   if It is from a conflicting cluster then
      if \( \text{state} \) is 4 then
         if The driving cluster holds right over a fixed time then
            Broadcast a ‘road right handover’ message.
         end if
      end if
   end if

(8) Upon receiving a ‘head handover’ message
   if It is from the same cluster then
      Update its cluster information.
   else if It is from a conflicting cluster then
      if \( \text{state} \) is 6 then
         \( \text{state} \leftarrow 1 \).
      else if \( \text{state} \) is 3 then
         \( \text{state} \leftarrow 2 \).
      end if
   end if

else
   \( \text{state} \leftarrow 4 \).
end if

(9) Upon receiving a ‘road right handover’ message
   if It is from the same cluster then
      Update its cluster information.
   else if It is from a conflicting cluster then
      if \( \text{state} \) is 1 then
         Stop at the intersection.
         \( \text{state} \leftarrow 3 \).
      else if \( \text{state} \) is 2 then
         \( \text{state} \leftarrow 3 \).
      end if
   end if

(10) Upon receiving a ‘priority setup’ message
    if It is from a conflicting cluster then
       if \( \text{state} \) is 6 then
          \( \text{state} \leftarrow 1 \).
       else if \( \text{state} \) is 3 then
          if \( \text{stopTime} \) is later than that in the message then
             \( \text{state} \leftarrow 2 \).
          end if
       end if
    else if \( \text{state} \) is 4 then
       Ask the nearest vehicle with a larger distance than \( d_{CBD} \) to brake.
       Broadcast a ‘time notification’ message with \( T_B \).
    end if

end if

(11) Upon receiving a ‘time notification’ message
    if \( \text{state} \) is 4 then
       Record the latest \( T_B \).
    end if

is not able to be linearized [30]. Compared to these protocols, VTL is a very flexible protocol, which elects a virtual intersection leader by wireless communication and the leader guides the other vehicles. So it is easy to be extended into multilane intersections and to define the exact yellow light time to clear the intersection. Specifically, in VTL, a vehicle needs to be elected as an intersection management leader and stops at an intersection to organize vehicles. The leader hands over its role to another vehicle if it has already been a leader over a certain time. Before that, the leader informs other vehicles to allow them enough time to brake. The VTL does not specify the details in vehicles’ movement and grouping vehicles. To have a fair comparison, we enable all nonconflicting vehicles to pass the intersection simultaneously, same as that in DIMP. In traditional traffic lights, the light displays green, yellow, and red periodically. To have a fair comparison, the yellow lights period is the time for vehicles to brake from the speed limit.

2) Simulation Scenario: For the first evaluation objective, we vary the speed \( v \) when a vehicle should start braking from 10 to 70 MPH. Note that, this speed determines from how
far away from the intersection a vehicle has to start braking, so the driver will not feel uncomfortable, as we illustrate in Section IV-A. In the simulation, vehicles are generated by the simulator and enter the map from two vertical directions: 1) left to right and 2) down to up. Vehicles broadcast messages at a low frequency, one message per second, to reduce unnecessary messages and save bandwidth.

For the second evaluation objective, traffic are generated in two topology scenarios. One is shown in Fig. 5, which contains one intersection. Vehicles enter the map from four directions. There are two types of road segments at the intersection: 1) both the left and the right road segments have two lanes, in and out lanes and 2) both the up and the down road segments have four lanes, including one left turn lane each. The length of every lane is 500 m. The second scenario is called Manhattan grid topology [20]. In this scenario, there are four connected intersections and traffic is from four roads. In both scenarios, similar to the previous works, we assume vehicles are driven under the Krauss following model [10] to ensure they do not crash on road. Vehicles can change speed from zero to the speed limit. In both scenarios, vehicles randomly enter the map following a Poisson process with parameter $\lambda^{[39]}$.

We implement the protocol in OMNeT++ [8] with SUMO [9] and Veins [10]. OMNeT++ is a simulator that provides the network simulation. SUMO provides the mobility of vehicles, and Veins provides the connection between the two parts. The parameters are listed in Table II. It specifies the settings in the wireless communication and traffic flows. In the second objective, the speed limit is set 13.41 m/s, which is equal to 30 MPH. It means a vehicle needs about 7 s to brake from the speed limit. Thus, we set the yellow light time 7 s. The final results are the averaged results of ten times of running. No particular dissemination mechanisms are employed in our current simulation, but a series of protocols can be applied in our system [40]. Currently, every packet is sent twice to avoid packet loss. Acknowledgments may be employed in the future work.

B. Simulation Results

1) Protocol Effectiveness: The average distance to an intersection when a vehicle receives the first message from

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
<td>5.89 GHz</td>
</tr>
<tr>
<td>Transmission power</td>
<td>10 mW</td>
</tr>
<tr>
<td>Minimum receive power</td>
<td>-89 dBm</td>
</tr>
<tr>
<td>Thermal noise</td>
<td>-110 dBm</td>
</tr>
<tr>
<td>Propagation model</td>
<td>Free space</td>
</tr>
<tr>
<td>MAC layer</td>
<td>IEEE 1609</td>
</tr>
<tr>
<td>Physical layer</td>
<td>IEEE 802.11p</td>
</tr>
<tr>
<td>Broadcasting frequency</td>
<td>1 per second</td>
</tr>
<tr>
<td>Speed limit</td>
<td>13.41 m/s</td>
</tr>
<tr>
<td>Maximum acceleration speed</td>
<td>1.0 m/s²</td>
</tr>
<tr>
<td>Maximum deceleration speed</td>
<td>2.0 m/s²</td>
</tr>
<tr>
<td>Vehicle length</td>
<td>5 m</td>
</tr>
<tr>
<td>Vehicle number</td>
<td>100</td>
</tr>
<tr>
<td>Time threshold during passing</td>
<td>30.0 s</td>
</tr>
<tr>
<td>$T_{max}$</td>
<td>7.0 s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Speed (MPH)</th>
<th>Distance (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>359.5</td>
</tr>
<tr>
<td>30</td>
<td>359.5</td>
</tr>
<tr>
<td>50</td>
<td>359.5</td>
</tr>
<tr>
<td>70</td>
<td>359.5</td>
</tr>
</tbody>
</table>

the crossing road is shown in Table III. It shows that vehicle speed does not affect this average distance much. A vehicle can receive the stop notification or other messages on negotiating the passing order when it approaches the intersection as far as 358 m. In addition, associated with the braking distance from Table I, the distance that the first message is received is much longer than the distance that the vehicle needs to brake under the comfort negative acceleration. It means the communication protocol can meet the requirement under the fastest vehicle. In addition, we can also see that $d_{CBD}$ is always smaller than $d_{com}$, which is consistent with the assumption in the algorithm section.

2) Results in the Random Arrival Model: Vehicles’ waiting time is affected by vehicle density. As mentioned in Section V-A2, vehicle interarrival time follows Poisson distribution with parameter $\lambda$. With a smaller $\lambda$, vehicles are generated much more frequently by the simulator. For example, when $\lambda = 5$, every 5 s, a vehicle is generated; and when $\lambda = 1$, every 1 s, a vehicle is generated.

The average waiting time of vehicles under different $\lambda$ is shown in Fig. 6. We can see that average waiting time in the three methods tends to increase when $\lambda$ increases. The average waiting time for vehicles in DIMP is much less than that in VTL and traditional traffic lights, especially when the frequency is low. Specifically, when $\lambda = 10$, the average waiting time in VTL and traditional traffic lights are around 35 s, and DIMP is about 68.5% less, 11 s. The reason for the not-so-good performance in VTL is mainly because an intersection leader needs to be at the intersection in VTL and the protocol does not have a mechanism to detect vehicles from conflicting lanes when generating the first leader, which increases the waiting time. The reason for the slight fluctuation in the figure
is that the predefined green light time may affect the vehicles’ passing for different generating frequencies, which is out of the scope of this paper.

The number of stopped vehicles in the three methods under different vehicle interarrival time is shown in Fig. 7. We consider a vehicle is a stopped vehicle if it is fully stopped. It shows that the number of stopped vehicles decreases with the increased vehicle generation frequency. DIMP outperforms the other two methods a lot. Specifically, when the vehicles are generated less frequently, the number of stopped vehicles in DIMP drops dramatically. The number in DIMP is less than 55 while that in both VTLs and traditional traffic lights is over 70 when $\lambda$ is 10. The reason is that when a cluster head that has no Next vehicles passes the intersection in DIMP, it broadcasts a message to inform other clusters to pass, so the vehicles in other clusters do not need to stop at the intersection. However, in traditional traffic lights, when the red light is on, vehicles have to stop even there are no vehicles in the other lane. In VTL, the leader has to wait for over a fixed time duration, and thus the vehicles after it have to stop in front of the intersection. The reason for the slight fluctuation in the figure is the same as the reason in the previous figure.

3) Impact of Vehicle Arrival Model: In addition to random arrivals, there are two other models to describe the arrival of vehicles: 1) uniform model and 2) platooned model, which are more suitable for the coordinated signalized systems [39]. Under the uniform arrival model, the experimental results are shown in Fig. 8. From the figure, we can see that our protocol outperforms the other two mechanisms under all generating frequencies. Specifically, when $\lambda$ is 10, the waiting time in our protocol is about 7 s while that in VTL is about 25 s and that in traditional traffic lights is about 22 s.

In the platoon arrivals, we keep the interval between vehicles in a platoon as 2 s with ten vehicles in a platoon, and change the interval between platoons from 2 to 10 s. The experimental results are shown in Fig. 9. From the figure, we can see that our protocol outperforms the other two mechanisms under all generating frequencies. Especially when the frequency is 10, the waiting time in our protocol is about 5 s while that in VTL is over 25 s and that in traditional traffic lights is about 20 s. The waiting time in our protocol is more than 75% less than the other two.

4) Results in the Manhattan Grid Topology: We test our protocol on a Manhattan grid topology in traffic roads. Traffic are allowed to go straight only in this test. The average waiting time for vehicles under different vehicle interarrival time is shown in Fig. 10. We can see that average waiting time in the three methods tends to increase when vehicle generation frequency increases. The average waiting time for vehicles in DIMP is less than that in VTL and traditional traffic lights, especially when the frequency is low. Specifically, when $\lambda$ is 10, the average waiting time in VTL and traditional traffic lights are around 20 s, and DIMP is about 65% less. The reason for the poor performance in VTL is mainly because
an intersection leader needs to be at the intersection in VTL and the protocol does not have a mechanism to detect vehicles from conflicting lanes when generating the first leader, which increases the waiting time. VTL does not detect whether there are vehicles from crossing roads, which makes it even worse than traditional traffic lights in a grid topology.

VI. Conclusion

In this paper, a distributed VANET protocol (DMP) is proposed to manage vehicles to pass intersections. Our protocol can achieve fairness because the first coming cluster passes first and gives away the road rights to other clusters when it occupies the intersection over the maximum time; it can achieve drivers’ safety and comfort because we propose a CBD and force nonconflicting clusters only to pass the intersection at the same time; it can also achieve the efficiency because vehicles are grouped into clusters and a cluster is splittable to balance the waiting time and stopping times. Performance evaluation shows that the protocol can save over 70% time in the average waiting time compared to other schemes. It also outperforms existing mechanisms in waiting time, number of stopped vehicles and traveling time.
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