A comparative study of the turbulent Rayleigh–Taylor instability using high-resolution three-dimensional numerical simulations: The Alpha-Group collaboration
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The turbulent Rayleigh–Taylor instability is investigated in the limit of strong mode-coupling using a variety of high-resolution, multimode, three dimensional numerical simulations (NS). The perturbations are initialized with only short wavelength modes so that the self-similar evolution (i.e., bubble diameter $D_b \propto \text{amplitude } h_b$) occurs solely by the nonlinear coupling (merger) of saturated modes. After an initial transient, it is found that $h_b \sim \alpha_b A g t^2$, where $A =$ Atwood number, $g =$ acceleration, and $t =$ time. The NS yield $D_b \sim h_b/3$ in agreement with experiment but the simulation value $\alpha_b \approx 0.025 \pm 0.003$ is smaller than the experimental value $\alpha_b \approx 0.057 \pm 0.008$. By analyzing the dominant bubbles, it is found that the small value of $\alpha_b$ can be attributed to a density dilution due to fine-scale mixing in our NS without interface reconstruction (IR) or an equivalent entrainment in our NS with IR. This may be characteristic of the mode coupling limit studied here and the associated $\alpha_b$ may represent a lower bound that is insensitive to the initial amplitude. Larger values of $\alpha_b$ can be obtained in the presence of additional long wavelength perturbations and this may be more characteristic of experiments. Here, the simulation data are also analyzed in terms of bubble dynamics, energy balance and the density fluctuation spectra. © 2004 American Institute of Physics. [DOI: 10.1063/1.1688328]

I. INTRODUCTION

The Rayleigh–Taylor (RT) instability occurs when a low density ($\rho_l$) fluid accelerates a high density ($\rho_h$) fluid or, equivalently, when the “light” fluid supports the “heavy” fluid against gravity. An interfacial perturbation grows exponentially until its amplitude becomes comparable to its wavelength $\lambda$. Then, the perturbation becomes asymmetric with the asymmetry increasing with the Atwood number $A = (\rho_h - \rho_l)/(\rho_h + \rho_l)$. The “light” fluid penetrates the “heavy” fluid as bubbles with a terminal velocity $\sim \sqrt{A}$ for a single mode. If the unstable spectrum is broad, then successively larger bubbles rise to the front and the characteristic wavelength of the dominant bubbles $\lambda_b$ grows with their amplitude $h_b$. For a constant acceleration $gA > 0$, the growth is self-similar ($\lambda_b \propto h_b^1$) with

$$h_b = \alpha_b A g t^2,$$

(1)

The “heavy” fluid penetrates the “light” fluid as spikes, similar to bubbles at $A \ll 1$. However, as $A$ approaches 1, the spikes become narrow and approach free fall $\sim gt^2/2$.

Equation (1) can be ascertained from simple bubble dynamics when the bubble diameter $D_b$ grows self-similarly with $h_b$. In particular, a single bubble is found to rise with a terminal velocity $v = \pi D_b^2(gA)^{1/2} = \pi (\rho_l - \rho_h) g D_b^2/8\rho_h$. Thus, $D_b \propto h_b^{2/3}$, which does not violate self-similarity ($d \propto h_b^k$ for $k < 1$) if $h_b \propto t$ for an initial period $t_i$. The growth rate $h_b \propto t^{2/3}$ implies $\lambda_b \propto h_b^{1/3}$ and $\lambda_b \propto t^{2/9}$. Therefore, $h_b \propto t^{2/9}$, where $h_b \equiv h_{b,0} t^{2/9}$, but $A \propto \lambda_b^{10/9}$.
thought to be insensitive to the initial conditions. 23
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variety of immiscible liquids verified Eq. 24, 25 with $\alpha_b \approx 0.05 - 0.08$ in both 2D (Refs. 32, 33, 48) and 3D (Refs. 14, 17, 43, 44), and this was associated with the reduction in numerical diffusion. However, Glimm et al. 32 also reported that $\alpha_b$ decreased to as small as 0.038 late in time as the bubble “connectivity” (entrainment) increased. When entrainment was reduced in the LEM (Ref. 30) by increasing the surface tension 50-fold, $\alpha_b$ increased by 20%. Unfortunately, this also imposed long wavelength initial perturbations and these also increase $\alpha_b$. 21,22,31,34,40,49 Although these various results can be confusing, they do suggest that entrainment and the initial conditions can affect the value of $\alpha_b$. In this paper, we investigate some of these issues by comparing a variety of multimode RT simulations quantitatively. We consider only the limit that is dominated by mode-coupling because the resulting $\alpha_b$ is thought to be insensitive to initial conditions. This is accomplished by imposing only short wavelength perturbations so that long wavelength modes are generated solely by nonlinear mode-coupling. The NS appear to be converged since we obtain similar results with different zoning: 128×128×256 and 256×256×512. The main emphasis is on the mixing of miscible fluids (low Schmidt number) at high Reynolds number in which a

\[ V_b = Fr \sqrt{\frac{\delta \rho}{\rho_b}} \frac{g D_b}{2}, \]

where $\delta \rho = \rho_b - \rho_l$ if there is no entrainment, and Fr is a constant ($\sim \sqrt{\text{Froude #}}$). If $D_b \approx h_b$, Eq. (2) is solved by Eq. (1) with

\[ \alpha_b = \frac{Fr^2}{8} \frac{D_b}{h_b} \frac{\Sigma \rho}{\rho_b}, \]

where $\Sigma \rho = \rho_b + \rho_l$. In this picture, the key factors determining $\alpha_b$ are Fr, $D_b/h_b$, and, implicitly, $\delta \rho$. If there is significant diffusion or entrainment into the bubbles as they traverse the mixing layer, the density contrast will be reduced so that $\delta \rho < \rho_b - \rho_l$ and the effective Atwood number is $\delta \rho/\Sigma \rho < A$.

The bubbles can grow self-similarly in two limiting ways. In one limit, the ambient perturbations grow exponentially and independently until they transition to their terminal velocity when $h_b$ becomes comparable to $\lambda_b$. This produces a series of saturated modes at successively longer wavelength with $\alpha_b$ and $\lambda_b/h_b$, increasing weakly with the initial amplitudes. 20,21,31,34,49 In the opposite limit, the bubbles are taken to merge to larger and faster bubbles. 16,17,32,44–48 Since this involves the nonlinear coupling of newly saturated modes with “intrinsic” scales $h_b \sim \lambda_b$, the resultant $\alpha_b$ is thought to be insensitive to the initial conditions. 23

A historical survey of $\alpha_b$ from experiments and numerical simulations (NS) is shown in Fig. 1. The “rocket rig” (RR) experiments 24, 25 with $g \approx 30 g_0$ ($g_0 = 980 \text{ cm/s}^2$) and a variety of immiscible liquids verified Eq. (1) with $\alpha_b \sim 0.065 \pm 0.007$ independent of $A$. Experiments by Kucherenko et al. (K) (Ref. 27) obtained $\alpha_b \sim 0.063$ at $A = 0.5$ and 0.9, and Andrews and Spalding (AS) (Ref. 26) obtained $\alpha_b \sim 0.07$ at $A \approx 1$. A comprehensive variation of $\alpha_b$ on the Linear Electric Motor (LEM) (Ref. 30) yielded $\alpha_b \sim 0.05 \pm 0.005$ when surfactants were used to reduce the surface tension ($\alpha_b \approx 0.06$ without surfactants). In addition, the leading bubbles were analyzed at various $A$ to obtain a self-similarity ratio of $D_b/h_b \sim 0.54 \pm 0.07 \rho_b/\Sigma \rho$. The first NS (Refs. 23, 25, 31, 35, 36, 38, 39) conducted in two dimensions (2D) without front-tracking (FT) obtained $\alpha_b \sim 0.035 - 0.05$. Larger values of $\alpha_b$ were expected in 3D since single modes grow faster (larger Fr) than in 2D. Instead, the highest resolution 3D simulations 35, 38–42 obtained $\alpha_b \sim 0.035$. Simulations with FT obtained larger values $\alpha_b \sim 0.05 - 0.08$ in both 2D (Refs. 32, 33, 48) and 3D (Refs. 14, 17, 43, 44), and this was associated with the reduction in numerical diffusion. However, Glimm et al. 32 also reported that $\alpha_b$ decreased to as small as 0.038 late in time as the bubble “connectivity” (entrainment) increased. When entrainment was reduced in the LEM (Ref. 30) by increasing the surface tension 50-fold, $\alpha_b$ increased by 20%. Unfortunately, this also imposed long wavelength initial perturbations and these also increase $\alpha_b$. 21,22,31,34,40,49 Although these various results can be confusing, they do suggest that entrainment and the initial conditions can affect the value of $\alpha_b$. In this paper, we investigate some of these issues by comparing a variety of multimode RT simulations quantitatively. We consider only the limit that is dominated by mode-coupling because the resulting $\alpha_b$ is thought to be insensitive to initial conditions. This is accomplished by imposing only short wavelength perturbations so that long wavelength modes are generated solely by nonlinear mode-coupling. The NS appear to be converged since we obtain similar results with different zoning: 128×128×256 and 256×256×512. The main emphasis is on the mixing of miscible fluids (low Schmidt number) at high Reynolds number in which a
Kolmogorov-type spectrum is expected with significant dissipation in energy and density fluctuations. However, subzone mixing reduces the density contrast and this raises the concern that, in the simulations without interface reconstruction (IR), entrainment may be overestimated due to excessive numerical diffusion. Hence, we compare NS with and without IR. With IR, subzone mixing is reduced significantly but it is replaced by an equivalent small-scale entrainment so that \( \alpha_b \) remains the same. This may be characteristic of the mode-coupling limit since mode-coupling produces both shorter and longer wavelength modes and the former promotes entrainment and diffusion. The rest of the paper is organized as follows.

We first describe the codes in Sec. II. Then, in Sec. III, we evaluate the codes with single mode studies at different resolutions particularly since the imposed modes are near the resolution limit. The exponential growth rate at small amplitude is compared with analytical solutions to ascertain the effective numerical viscosity for short wavelength modes. The terminal velocity at large amplitude is then used to obtain Fr for periodic modes and this is compared with potential flow theory.\(^{10-12}\)

Section IV describes the multimode results. The amplitudes are found to obey Eq. (1) with very good agreement among the NS in most physical quantities including the asymptotic values of \( \alpha_b \). However, the calculated \( \alpha_b \) are 40% smaller than observed experimentally and this is important because \( \alpha_b \) is used to calibrate mix models.\(^{25,31,46-57}\)

To clarify the difference in \( \alpha_b \) and to further evaluate the NS, the dominant bubbles are analyzed in terms of the expected self-similar dynamics in Sec. V. In particular, we verify self-similarity by calculating the characteristic diameter of the dominant bubbles \( D_b \) using the autocorrelation of the bubble front. We also calculate the average density of the bubble front. We also calculate the average density of the bubble front. We also calculate the average density of the bubble front. We also calculate the average density of the bubble front. We also calculate the average density of the bubble front.

Section VI contains an analysis of the kinetic, potential and dissipated energies. For \( A \ll 1 \), \( \alpha_b \) is found to be proportional to the kinetic/potential energies. Then, by energy conservation, the low value of \( \alpha_b \) in the NS is consistent with the dissipated energy which is \( \sim 50\% \) of the converted potential energy. This can also be related to the dissipation of density fluctuations as described previously.

In Sec. VII, the volume fraction fluctuations are characterized by their Fourier power spectrum and found to obey a Kolmogorov-type spectrum with an inertial range given by \( D_b \). The dissipation scale is found to agree with the Kolmogorov wavelength calculated with the numerical viscosity obtained from the single mode studies.

Finally, the results are summarized in Sec. VIII. The substantial agreement among the NS (with and without IR) and with analytical linear and nonlinear bubble dynamics indicate that the numerical results are reasonable. This is supported by the spectral analysis that suggests that over 90% of the fluctuations are resolved late in time. As a result, the discrepancy in \( \alpha_b \) between NS and experiments may be attributable other physical attributes such as differences in the initial perturbations.

### II. NUMERICAL SIMULATIONS (NS) AND CONFIGURATION

#### A. Properties of NS

This comparative study is performed with seven codes from five different institutions as summarized in Table I. The Eulerian type codes TURMOIL3D, FLASH, WP/PPM, NAV/STK, and RTI-3D do not have interface reconstruction (IR), whereas the ALE codes HYDRA and ALEGRA have IR capability. All forms of monotone-integrated large-eddy simulations (MILES) such as described in Ref. 59. MILES techniques are favored for our RT test case because the Monotonic numerical methods are able to treat the initial density discontinuity without generating spurious oscillations. The multimode NS are conducted with two zone configurations: \( 128 \times 128 \times 256 \) and \( 256 \times 256 \times 512 \). The TURMOIL3D and HYDRA simulations are conducted in both zone configurations for a more direct comparison. Since IR is computationally intensive, they have only been conducted with the coarser zoning.

It should also be pointed out that the compressible codes (all except RTI-3D) conserve the mass fraction in order to cast the evolution equations in conservative form. The volume fraction is inferred from the mass fraction using pressure balance in each zone and is not strictly conserved. This may introduce an error in our bubble and spike amplitudes since they are determined from the volume fraction because it is useful near \( A = 1 \) (and to compare with incompressible NS). Here, this error should be small because our test problem is nearly incompressible.

#### 1. TURMOIL3D

TURMOIL3D is a compressible Eulerian code which uses the explicit numerical method of Youngs\(^{60}\) on a staggered Cartesian grid. The interface tracking method described in Ref. 60 is not used. Instead, an additional equation is solved for the advection of the mass fraction of one of the fluids. The calculation for each time step is divided into two phases. First, the Lagrangian phase advances the velocity and internal energy by solving the Euler equations using a second-order-accurate nondissipative time integration technique. In the absence of gravity this conserves the sum of kinetic plus...
internal energy. In the second phase, the fluxes across cell boundaries are calculated for all fluid variables by using the third-order-accurate monotonic advection method of van Leer. Operator splitting is used in $X$, $Y$ and advection in $Z$ is calculated in separate steps. The monotonicity constraints in the advection phase give sufficient dissipation of velocity and concentration fluctuations at high wave number to make an explicit sub-grid-scale model unnecessary. The advection phase conserves mass, internal energy and momentum but the kinetic energy is dissipated. The dissipation in each cell for each time step is calculated using the formula of DeBar and added to the internal energy. Hence the DeBar formula gives a direct estimate of the sub-grid-scale energy dissipation.

2. FLASH

FLASH is an adaptive-mesh compressible hydrodynamics code developed for astrophysical flows. The hydrodynamics module solves Euler’s equations using the Piecewise Parabolic Method (PPM). The PPM scheme uses parabolas to interpolate between zones on a Cartesian grid in order to better represent smooth spatial gradients than linear interpolation schemes. Mesh adaptivity is handled by the PARAMESH library, which utilizes a block-structured grid organized by a tree structure. FLASH is designed for massively-parallel distributed memory architectures, and uses the Message Passing Interface for portability. A complete description of the code including the results of test calculations is given in Fryxell et al., and the results of performance tests are discussed in Calder et al.

3. WP/PPM

This code uses a version of PPM described by Woodward and Porter that is a higher-order extension of Godunov’s method of a type first introduced by van Leer but with a MUSCL algorithm that is better suited for strong shocks. The compressible Euler equations are evolved using a procedure that is directionally split and entails taking a Lagrangian step followed by a remap onto the original Cartesian grid. The introduces an intrinsic dissipation for scales comparable to the zone size.

4. Navier–Stokes (NAVSTK)

The NAVSTK code is similar to the WP/PPM code described above but with an explicit physical viscosity

$$v = 0.21 \sqrt{\frac{A_g t}{\Delta}}.$$  

In addition, there is a thermal conduction with the thermal diffusivity equal to the kinematic viscosity.

5. RTI-3D

RTI-3D is an incompressible 3D code described by Andrews. The code is third order accurate and uses van Leer limiters for advection of momentum and scalars to prevent nonphysical oscillations. Volume-fractions are used to mark the different density fluids and a conjugate gradient/multigrid method is used to solve a Poisson equation for pressure corrections.

6. HYDRA

HYDRA (Ref. 72) is a radiation hydrodynamics code with arbitrary Lagrange–Eulerian (ALE) capability. The hydrodynamics equations have an artificial viscosity to stabilize shocks and are solved during the Lagrange phase using a predictor–corrector time integration. This is followed by an advection phase that uses a modified van Leer method. The code can be used with and without interface reconstruction (Ref. 60, p. 273) to resolve different materials.

7. ALEGRA

The ALEGRA (Arbitrary–Lagrangian–Eulerian General Research Applications) code is Sandia’s next-generation, large-deformation, shock-physics code. The code uses an ALE formulation on an unstructured mesh as described in Ref. 73. The user may choose whether to run the code in a purely Eulerian mode (stationary mesh), purely Lagrangian mode (comoving mesh and fluid), or an arbitrary combination of the two. The RT simulations presented here were run in the purely Eulerian mode, using a simple Cartesian but formally unstructured mesh. For such hydrodynamic instability problems, the code has two options for mixing the two fluids. One is to permit the two fluids to mix via numerical diffusion, resulting in intermediate densities in cells containing both fluids. The other is to use an interface reconstruction scheme to keep the fluids separate, resulting in some cells containing both fluids with an approximate “surface” separating them. The IR scheme used in ALEGRA is a modified version of an algorithm created by Youngs.

B. Initial equilibrium and perturbations

The computational domain is a 3D box with horizontal widths $L = 10\text{ cm}$ in $X$ and $Y$ and height $2L$ in $Z$. A vertical slice and density profile are shown in Fig. 2. The hydrostatic equilibrium is chosen to be adiabatic

$$\rho = \rho_0 \left(1 - \frac{\gamma - 1}{\gamma} \frac{P_0}{P_0} \right)^{\gamma/(\gamma-1)}$$

with $\rho_0 = \rho_n$ for $Z > 0$ and $\rho_0 = \rho_f$ for $Z < 0$ and an ideal gas constant $\gamma = 5/3$. The present NS are performed in a nearly incompressible regime by choosing $P_0 = 2\pi(\rho_n + \rho_f) g L = 500\text{ dyn/cm}^2$ to conform with most previous experiments and to limit the vertical density variation ($< 6\%$). The effective density contrast (and $A$) is even more constant in the adiabatic equilibrium because bubbles (spikes) expand (contract) as they rise (fall) in the adiabatic atmosphere. These conditions keep $A$ nearly constant as the mixing region grows. Of course, there is a significant penalty for working in such an incompressible regime because the Courant time step is small.

The initial perturbations are defined as modal amplitudes and they are used to distort the mesh in HYDRA. In FLASH, they are converted to velocity perturbations using linear theory and applied to a square mesh. In the remaining codes, the initial mesh is square and the amplitudes are converted to equivalent density perturbations in the horizontal planes above ($\rho_0 h_0 / \Delta$ for $h_0 > 0$) and below ($h_0 < 0$ as $\rho_0 h_0 / \Delta$) the interface, where $\Delta$ is the zone width.
Throughout this paper, we use a nomenclature for each case that starts with the letter $S$ for single mode simulations and $M$ for multimode simulations. This is followed by three digits representing the number of transverse zones per side. The geometry is 3D with a square cross section of width $L$ and a height of $2L$. For example, a single mode NS with a zoning of $16\times16\times32$ is called S016 and a multimode NS with $256\times256\times512$ is called M256. The initial conditions for each NS is described separately.

III. SINGLE-MODE STUDIES

Single mode calculations in 3D are used to evaluate the NS by comparing the results with analytical solutions as the zone width $\Delta$ is varied. At small amplitude, the exponential growth rate is compared with its theoretical value with viscosity to infer $\Gamma$ as the numerical viscosity. At large amplitude, the NS are used to calculate the single bubble terminal velocity to infer $F_r$, which is then compared to the potential flow result. In bubble models, $F_r$ is directly relevant to $\alpha_p$.

The single mode NS were performed with the same hydrostatic equilibrium described in Sec. II B and a square-mode initial perturbation

$$h_0 \text{ (cm)} = 0.01[\cos(kx) + \cos(ky)]$$

with $\lambda = 10$ cm. The bubble and spike amplitudes are calculated by interpolating for the 50% volume fraction contour. The evolution of the bubble amplitude and velocity is exemplified for HYDRA in Figs. 3(a) and 3(b) for $\lambda/\Delta = 4$, 8, 16, and 32. The solid lines are without IR and the symbols are with IR, both with the same color coding. The initial growth at small amplitude follows $\cosh(\Gamma t)$ as expected from linear theory and it is used to infer (by fitting) the exponential growth rate $\Gamma$. Then, at large amplitude, the bubble transitions continuously to a nearly constant velocity which is compared to Eq. (2) to infer $F_r$. All codes exhibit reduced $\Gamma$ and $F_r$ as the numerical resolution is degraded.

The variation of $\Gamma$ with resolution ($k\Delta$) is shown in Fig. 4(a). When scaled to the classical growth rate $\sqrt{Ag}$, $\Gamma$ is seen to decrease with $k\Delta$ (as the resolution decreases). Here, this is attributed to a numerical viscosity by fitting the NS results to the RT dispersion relation (dotted line) given by Eq. (121) of Chandrasekhar. For $A \sim 1$, Eq. (121) reduces to

$$\Gamma^2 - Akg \sim -4v k^2 \Gamma + 4k^4 v^2 (\sqrt{1 + \Gamma/k^2 v} - 1).$$

(7)

For smaller $A$, the solution to Chandrasekhar’s Eq. (121) differs from that to our Eq. (7) by $<3\%$. We scale the kinematic viscosity

$$v \sim \sigma \sqrt{Ag} \Delta^3$$

(8)

with a coefficient $\sigma$ that is varied [lines in Fig. 4(a)] to fit the growth rates from each code. We find $0.18 \leq \sigma \leq 0.51$ as summarized in Table II. The accuracy of this method is exemplified by WP/PPM ($\sigma \sim 0.28$) and NAV/STK ($\sigma \sim 0.53$) because the latter is identical to the former except with an explicit viscosity (and thermal diffusivity) given by Eq. (4). The difference between the WP/PPM and NAV/STK results $\Delta \sigma \sim 0.25$ is similar to the additional physical viscosity $\sigma \sim 0.21$. The 20% discrepancy is a reasonable uncertainty in the viscosity.
using this method. It should be noted that the numerical dissipation in second order techniques are nonlinear and our inferred viscosity may be most applicable at short wavelengths.

At large amplitude, the terminal bubble velocity is characterized by \( Fr \) in Fig. 4(b) and Table II for each code. To obtain \( Fr \) using Eq. (2), it is first necessary to relate the bubble diameter \( D_b \) to the periodicity wavelength \( \lambda_b \), which must include the spike width. The spike is similar to the bubble type number \( Fr \) vs \( k\lambda \), where \( \Delta = \text{zone size} \).

![FIG. 4. (Color) (a) Scaled exponential growth rate and (b) bubble Froude-type number \( Fr \) vs \( k\lambda \), where \( \Delta = \text{zone size} \).](image)

**TABLE II. Single mode viscosity coefficient \( \omega \) in Eq. (8) and \( Fr \) using Eq. (23).**

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( \omega )</th>
<th>( Fr )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TURMOIL3D</td>
<td>0.23</td>
<td>0.60</td>
</tr>
<tr>
<td>FLASH</td>
<td>0.53</td>
<td>0.60</td>
</tr>
<tr>
<td>NAV/STK</td>
<td>0.28</td>
<td>0.61</td>
</tr>
<tr>
<td>WP/PPM</td>
<td>0.22</td>
<td>0.61</td>
</tr>
<tr>
<td>RTI-3D</td>
<td>0.50</td>
<td>0.65</td>
</tr>
<tr>
<td>ALEGRA</td>
<td>0.45</td>
<td>0.67</td>
</tr>
<tr>
<td>ALEGRA JR</td>
<td>0.31</td>
<td>0.64</td>
</tr>
<tr>
<td>HYDRA</td>
<td>0.31</td>
<td>0.65</td>
</tr>
<tr>
<td>Average</td>
<td>0.35±0.12</td>
<td>0.63±0.03</td>
</tr>
</tbody>
</table>

\[
\lambda_b \sim D_b \frac{\rho_b + \rho_l}{\rho_b}.
\]

With this substitution, Eq. (2) becomes

\[
V_b = Fr\sqrt{Ag\lambda_b / 2}
\]

which has been used in previous single mode NS. Fr is inferred from Eq. (10) using the terminal velocity at large amplitude such as that shown in Fig. 3(b). As with \( \Gamma \), Fr is found to decrease with \( k\Delta \), but it converges much faster than \( \Gamma \). This may be due to the fact that more vertical zones are utilized in the nonlinear phase since \( h_b > \lambda_b \).

**IV. MULTIMODE SIMULATIONS**

The multimode study is initialized with perturbations designed to investigate the self-similar RT instability when dominated by mode coupling. This limiting case is expected to be the least sensitive to initial conditions because it involves the nonlinear coupling of saturated high-\( k \) modes of intrinsic scales \( h \sim 1/k \). To assure that the low-\( k \) modes are generated exclusively by mode coupling, the initial perturbations are chosen to have finite amplitudes only in an annular shell in \( k \)-space at the largest resolvable wave numbers, namely, modes 32–64 for the M256 configuration and 16–32 for M128.

**A. Initial perturbations**

The initial interface perturbations are taken to be

\[
h_0(x,y) = \sum_{k_x, k_y} a_k \cos(k_x x) \cos(k_y y) + b_k \cos(k_x x) \sin(k_y y) + c_k \sin(k_x x) \cos(k_y y) + d_k \sin(k_x x) \sin(k_y y),
\]

with a rms amplitude \( h_{0 \text{rms}} \sim 3 \times 10^{-4} \text{ L} \). The amplitude profile \( h_0(x,y) \) is shown in false color in Fig. 5(a) on a zonal basis. The full image is used for M256 and only the lower left quadrant is used for M128, but both represent \( L = 10 \text{ cm} \). The corresponding spectral amplitudes \( a_k, b_k, c_k, d_k \) are chosen randomly within an annulus as shown in Fig. 5(b) \( k = 0 \) in image center. However, as seen in Fig. 5(c), M256 is finite only between modes 32–64 with average amplitude \( \sim 5 \times 10^{-6} \text{ L} \), whereas M128 is comprised mainly of modes 16–32 with amplitude \( \sim 10^{-5} \text{ L} \).

The initial amplitudes were converted to velocity perturbations in FLASH by applying linear theory on a mode by mode basis, namely,

\[
h_0(x,y) = \sum_{k_x, k_y} \Gamma(k) [a_k \cos(k_x x) \cos(k_y y) + b_k \cos(k_x x) \sin(k_y y) + c_k \sin(k_x x) \cos(k_y y) + d_k \sin(k_x x) \sin(k_y y)],[12]
\]

Of course, linear theory is applicable since \( a_k, b_k, c_k, d_k \ll 1/k \).

The evolution of the mixing zone is exemplified in Fig. 6 with the isosurfaces of \( f_h = 0.99 \) (volume fraction of “heavy”...
fluid) from TURMOIL3D at $Ag t^2/L = 5$ and 22. In the early time, there are many bubbles but they already have larger wavelengths than the imposed modes. As they penetrate further, the bubbles increase in size as would be expected from self-similarity. In the following, we analyze the 3D data fields from each NS to quantify the growth rate, self-similarity, molecular mixing, energy dissipation, and fluctuation spectra to compare the NS with each other, experiments and dynamic bubble models.

### B. Species concentration (volume fraction) profiles

The fluid interpenetration is characterized in terms of the species concentration or volume fraction of the “heavy” fluid $f_h$ averaged in the spanwise direction

$$\langle f_h \rangle = \int \int f_h dxdy/L^2.$$  \hspace{1cm} (13)\]

The bubble and spike amplitudes $h_b$ and $h_s$ are defined by the $Z$-location of the $\langle f_h \rangle = 99\%$ and $1\%$ points, respectively, relative to the interface. Vertical profiles of $\langle f_h \rangle$ are shown in Fig. 7 for (a) early and (b) late times. The colored lines from simulations are in good agreement with each other and the gray points are taken from LIF images on the LEM at $A = 0.32$. When normalized to $h_b$, the early and late profiles are similar indicating that the evolution is self-similar. The profiles are nearly linear and symmetric characteristic of low $A$ with $h_s/h_b\sim 1.17$.

Since $h_b$ and $h_s$ can be subject to statistical fluctuations particularly late in time when there are few bubbles, Andrews and Spalding defined the integral mixing width

$$W = \int \langle f_h \rangle \langle f_l \rangle dz$$  \hspace{1cm} (14)\]

which measures the overlap of the heavy $\langle f_h \rangle$ and light $\langle f_l \rangle$ fluids where $f_h + f_t = 1$. For a linear symmetric profile characteristic of $A \sim 0$, one finds $W/h_b = 1/3$. The simulation profiles in Fig. 7 yield $W/h_b \sim 0.31$ in reasonable agreement with $W/h_b \sim 0.33$ for the LEM experiments.

### C. Amplitude evolution

The evolution of $W$, $h_s$, and $h_b$ is compared with the expected self-similar form of Eq. (1) in Figs. 8–10, respectively. The solid and dashed lines represent the M256 and M128 simulations without interface reconstruction (IR). Only the M128 simulations were performed with IR because IR is computationally intensive. They are represented as + signs with the same color coding as the NS without IR. The gray points represent LEM experiments taken from laser images at $A = 0.32$ for $W$ and also with backlight photography at $A \sim 0.3 – 0.5$ for $h_b$ and $h_s$.

The amplitudes and displacement are normalized to the other natural lengths in the problem to compare with experiments over a similar dynamic range of scales or (turbulent) regimes. Two scales that represent the limits in the problem are the box width $L$ and the initial dominant wavelength $\lambda_0$. The dominant initial mode $\lambda_0$ is important because it is first to grow exponentially and saturate nonlinearly. This begins the self-similar evolution toward longer wavelength and $\lambda_b/\lambda_0$ is indicative of the total number of bubble merger generations. The box width is important because it defines the maximum possible wavelength. When $\lambda_b$ grows to $L$, the self-similar evolution with $h_b \sim t^2$ ceases and the bubble coast at the terminal velocity Eq. (9) so that $h_b \sim \sqrt{Ag t}$. Thus, $L/\lambda_0$ defines the dynamic range of scales over which self-similar evolution can occur in any given system. This is similar to using the Reynolds number $Re$ to characterize a RT flow since $L/\lambda_0 \sim Re^{2/3} / 4\pi$ when $\lambda_0$ is determined by viscosity [see Eq. (15) below]. However, $L/\lambda_0$ is a more general characterization than $Re$ because it can be applied when $\lambda_0$ is determined by any physical attribute like surface tension (RR, LEM), ablation flow (laser fusion) or viscosity.

In the NS, the most unstable mode is found by solving Eq. (7) with the numerical viscosity of Eq. (8). This yields

$$k_p \sim 0.5 \left( \frac{Ag}{v^2} \right)^{1/3} \sim \frac{0.5}{\sigma^{2/3} \Delta}$$  \hspace{1cm} (15)\]

with a peak growth rate

$$\Gamma(k_p) \sim 0.65 \sqrt{Ak_p \rho}.$$  \hspace{1cm} (16)\]

For the average value in the NS $\sigma \sim 0.35 \pm 0.12$, Eq. (15) implies that the most unstable mode is 40 for M256 and 20 for M128. These modes lie well within the annular initial spectrum and correspond to $\lambda_p = 2.5$ mm for M256 and 5 mm for M128 with $\Gamma \sim 3.3$ s$^{-1}$ and 2.3 s$^{-1}$, respectively.
In most experiments and all with the LEM, the fluids were immiscible and the fastest growing wave was determined by surface tension,\(^3\) namely,

\[ k_p \sim \sqrt{\frac{\vartheta g}{3\sigma}} \]  

and

\[ \Gamma(k_p) \sim 0.82 \sqrt{\frac{\vartheta g}{\lambda_p}}. \]  

For the typical set of LEM parameters, \(A \sim 1/3, \ g \sim \frac{50g_0}{\sigma} \sim 4 \text{ dyn/cm}^2, \) the initial dominant mode has \(\lambda_p \sim 1 \text{ mm, and } \Gamma \sim 800 \text{ s}^{-1}.\) Since we expect the initial spectrum in the experiments to be broad and continuous, the most unstable mode will dominate initially so that \(\lambda_0 = \lambda_p.\) Thus, the self-similar evolution can occur over a dynamic range of \(L/\lambda_0 \sim 40\) for M256 and 20 for M128, whereas experiments have a broader range \(L/\lambda_0 \sim 73.\)

Normalizing to these scales helps to clarify the evolution in Figs. 8–10 in which the amplitudes grow rapidly initially and then asymptote to a smaller \(\alpha_b.\) The transition is related to the saturation of the imposed initial amplitudes and this launches the mode-coupling phase. The transition occurs near \(h_b/L \sim 0.15\) or \(Agt^2/L \sim 2\) for M256 and \(h_b/L \sim 0.3\) or \(Agt^2/L \sim 4\) for M128. This distinction is normalized out by scaling to \(\lambda_0\) because the transition begins near \(h_b/\lambda_0 \sim 4\) or \(Agt^2/\lambda_0 \sim 50\) in both cases. For example, at \(Agt^2/\lambda_0 \sim 50,\) the imposed modes would have been amplified by \(\cosh(\Gamma t) \sim 10^5\) [using Eq. (16)] to \(h_b \sim 1 \sim 2 \text{ cm}.\) This means that they would be nonlinear since \(h_b/4\lambda_0\) and this is consistent with the aspect ratio of the dominant bubbles \(D_b/h_b \sim 1/3\) observed in Sec. V. Thus, for our annular initial spectra, the transition in growth rate seems to begin when the first dominant bubble has \(\lambda_b \sim \lambda_0\) (mode 32 for M256 and 16 for M128) at about \(Agt^2/\lambda_0 \sim 50.\) \(\alpha_b\) then decreases because the growth mechanism changes from the amplification of the imposed modes to the mode-coupling process (Table III).

The experiments do not exhibit such a strong transition and grow faster than the NS possibly because they have a broad initial spectrum and the amplification process extends throughout.

To confirm that the differences between the M128 and M256 cases are due to the initial mode structure rather than the zoning, Youngs performed an additional 256×256×512 simulation initiated with modes 16–32 similar to M128. The result, indicated by the solid line in Fig. 11, reproduces Youngs’ M128 and M256 (dotted and dashed lines). We thus conclude that the evolution of the mixing zone is more sen-
sitive to the initial perturbation spectrum than the zoning. Of course, the fine scale features and dissipation scale will depend on zoning, but these are much smaller than the inertial scales that determine $\alpha_b$ asymptotically.

D. Analysis for $\alpha_b$

The bubble acceleration constant $\alpha_b$ is obtained here by differentiating $h_b$ with respect to $Ag t^2$ and the result is shown in Fig. 12. The evolution of $\alpha_b$ exhibits the transition between the amplification of the imposed modes and the mode-coupling phase. This occurs near $Ag t^2/\lambda_0 \approx 50–100$ when all of the imposed modes in our annular spectrum have saturated. Then, $\alpha_b$ decays from a peak value of $\approx 0.1$ as the saturated modes couple nonlinearly to longer wavelengths. As seen in Figs. 8–11, the steady state value of $\alpha_b \approx 0.025$ is obtained at different values of $Ag t^2/L \approx 6$ and 12 for M256 and M128 but at the same value of near $Ag t^2/\lambda_0 \approx 250$ for both.

The asymptotic values of $\alpha_b$ are summarized and compared with published experiments in Fig. 13. The values ascribed to the NS are averaged over $Ag t^2 > 200\lambda_0$ and the reported experimental values are shown in histogram form. The sample average and variance are $\alpha_b \approx 0.025 \pm 0.003$ for the NS and $\alpha_b \approx 0.057 \pm 0.008$ for the experiments. This difference is consistent with the historical record in Fig. 1. It should be emphasized that the value of $\alpha_b$ from these NS should be regarded as a lower bound due to mode coupling since long wavelength modes are not imposed explicitly. As such, this low value is insensitive to the initial conditions because it is due to the nonlinear coupling of saturated high-$k$ modes. If the initial spectrum has significant long wavelength components, they will grow exponentially and increase $\alpha_b$, as shown explicitly by Linden, Redondo, and Youngs. Further NS with broadband initial perturbations are required to clarify these issues.

V. SELF-SIMILAR BUBBLE DYNAMICS

In lieu of a theory for $\alpha_b$ to elucidate the discrepancy between NS and experiments, it is helpful to construct models for $\alpha_b$ based on well known bubble dynamics. Such models postulate that the dominant bubbles have the single bubble velocity given by Eq. (2) with a diameter that grows self-similarly $D_b \propto h_b$. This is tested in this section by analyzing output data from the NS. The diameter is computed from the autocorrelation function of the bubble front. However, it is found necessary to characterize the entrainment or diffusion of heavy fluid into the bubble because it reduces the density difference in Eq. (2) between the bubble and the upstream (heavy) fluid to $\delta \rho < \rho_b - \rho_l$. Entrainment is expected from the vortical motion induced by the velocity shear at the bubble boundaries.

FIG. 7. (Color) Vertical profiles of “heavy” fluid volume fraction averaged over horizontal planes. (a) Early profiles at $Ag t^2/L \approx 3$ for ALEGRA and $\approx 5$ for all other NS. (b) Late profiles at $Ag t^2/L \approx 14$ for ALEGRA and $\approx 22$ for all other NS. Lines are from NS and points are from LEM experiments.
but it may be exacerbated in these NS because they are initiated with small scales that are marginally resolved. This section describes the analysis of the NS data for $D_b/h_b$ and $\delta\rho$ within the context of bubble dynamics (Fig. 14).

### A. Bubble diameter

The diameter of the dominant bubbles $D_b$ is obtained by performing a correlation analysis of the bubble front...
Z_b(x,y), which we define as the 2D isosurface where f_b = 0.99. Two representations of Z_b from TURMOIL3D are shown in Fig. 15 for \( A t^2/L = 5 \) and 22. The top row shows shaded surface plots for \( Z_b > 0.75h_b \) so that the leading bubbles appear light. The bottom row shows the corresponding 2D images in a more quantitative format with the height indicated in the look-up table. The vertical domain is collapsed to enhance the contrast: the dominant bubbles with \( Z_b > h_b \) appear black and the region at \( Z_b < 0.75h_b \) appears white. There are more than 20 dominant bubbles near \( A t^2/L = 5 \) that coalesce to three larger bubbles by \( A t^2/L = 22 \). All of the NS exhibit this self-similar growth as shown in Figs. 16 and 17 for bubbles (\( Z_b \)) and Figs. 18 and 19 for spikes (\( Z_s \)). The relative size of the bubbles and spikes are similar in these NS except in the two PPM codes WP/PPM and FLASH which exhibit relatively smaller diameters. This cannot be attributed to viscosity since the WP/PPM has a smaller \( \nu \sim 0.28 \) than NAV/STK (\( \nu \sim 0.53 \)) but it has a larger \( D_b \). We also observe that the dominant bubbles and spikes are distributed throughout the cross section in most NS except ALEGRA which has bubbles near the edges early in time.

The diameter of the dominant bubbles \( D_b \) is obtained from the correlation function

\[
\xi_b(x,y) = \frac{\Sigma(Z_b(x',y') - \langle Z_b \rangle)(Z_b(x'+x,y'+y) - \langle Z_b \rangle)}{\Sigma(Z_b(x',y') - \langle Z_b \rangle)^2}
\]

of the bubble front \( Z_b(x,y) \), where the summations are performed over \( 0 \leq x', y' < L \). Representative images of \( \xi_b \) are shown in Fig. 20 with the origin \( (x,y=0) \) in the center. The top two images are from TURMOIL3D at \( A t^2/L = 5 \) and 22 and the lower images are from ALEGRA with IR at \( A t^2/L = 5 \).

### Table III. Alphas and self-similarity. For \( A t^2/L \geq 10 \).

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Alpha Bubble</th>
<th>Spike</th>
<th>Diameter/Amplitude Bubble</th>
<th>Spike</th>
</tr>
</thead>
<tbody>
<tr>
<td>256×256×512 TURMOIL3D</td>
<td>0.028</td>
<td>0.030</td>
<td>0.37</td>
<td>0.32</td>
</tr>
<tr>
<td>FLASH</td>
<td>0.022</td>
<td>0.027</td>
<td>0.44</td>
<td>0.38</td>
</tr>
<tr>
<td>NAV/STK</td>
<td>0.022</td>
<td>0.024</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td>WP/PPM</td>
<td>0.024</td>
<td>0.026</td>
<td>0.43</td>
<td>0.31</td>
</tr>
<tr>
<td>HYDRA</td>
<td>0.029</td>
<td>0.027</td>
<td>0.34</td>
<td>0.27</td>
</tr>
<tr>
<td>128×128×256 TURMOIL3D</td>
<td>0.027</td>
<td>0.042</td>
<td>0.35</td>
<td>0.30</td>
</tr>
<tr>
<td>RTI-3D</td>
<td>0.023</td>
<td>0.036</td>
<td>0.47</td>
<td>0.28</td>
</tr>
<tr>
<td>ALEGRA</td>
<td>0.024</td>
<td>0.038</td>
<td>0.29</td>
<td>0.23</td>
</tr>
<tr>
<td>ALEGRA IR</td>
<td>0.030</td>
<td>0.054</td>
<td>0.24</td>
<td>0.19</td>
</tr>
<tr>
<td>HYDRA</td>
<td>0.024</td>
<td>0.030</td>
<td>0.26</td>
<td>0.17</td>
</tr>
<tr>
<td>HYDRA IR</td>
<td>0.024</td>
<td>0.032</td>
<td>0.23</td>
<td>0.27</td>
</tr>
</tbody>
</table>
The look-up-table has been modified so that white corresponds to where $\xi_b = 1$ at the origin and $\xi_b = 0.3$ for the contour corresponding to the bubble radius as discussed below. The bottom row shows the radial profiles of the azimuthally averaged correlation function $\langle \xi_b \rangle_o$ for all of the NS (except HYDRA) with our standard color coding. $\xi_b$ decreases from unity with the radial displacement at a rate characteristic of the relative size and location of the dominant bubbles. If the bubbles are distributed randomly, $\xi_b$ asymptotes to a very small value, as indicated for both ALEGRA images and for TURMOIL3D at $Ag r^2/L = 5$. For TURMOIL3D at $Ag r^2/L = 22$, there are three dominant bubbles that are closely aligned near $45^\circ$ in Fig. 20 and this produces the oscillatory ridge in $\xi_b$ at $45^\circ$ with a second peak $\xi_b = 0.38$. This oscillation is significantly smaller in the azimuthal average so that $\langle \xi_b \rangle_o$ remains moderately well behaved.

The technique for extracting $D_b$ from $\langle \xi_b \rangle_o$ was developed by analyzing test images with various round bubbles of known sizes. It is found that the bubble radius corresponds to the radial displacement where $\langle \xi_b \rangle_o = 0.3$. This value depends slightly on the relative number and size of the bubbles because they determine $\langle Z_b \rangle$ in Eq. (19), but the uncertainty is $\pm 15\%$ for our conditions. Another uncertainty is associated with the asymmetry in the $\xi_b = 0.3$ contour (white) seen in TURMOIL3D at $Ag r^2/L = 22$, which has a radius of 2.3 cm at $45^\circ$ and 1.3 cm at $-45^\circ$. Since the elongation is due to the
satellite peak in $\xi_b$, the azimuthal average radius of 1.5 cm is 15% larger than the intrinsic bubble radius (from $-45^\circ$ profile). We compensate for the asymmetry in this case by choosing the 1.3 cm radius, but it is not necessary for the other cases since the eccentricity is <1.1. To summarize, the bubble radius is taken to be the radial displacement where $\langle \xi_b \rangle \approx 0.3$ and the combined error is estimated to be $\pm 20\%$.

The values of $D_b/h_b$ from the NS (diamonds) are compared with each other and LEM experiments$^{30}$ (circles) in Fig. 21. As with $\alpha_b$, only the late time values are used so that it is less sensitive to the initial conditions. The NS give $D_b/h_b \approx 0.38 \pm 25\%$ and $D_f/h_f \approx 0.31 \pm 25\%$ compared to $0.4 \pm 10\%$ and $0.2 \pm 10\%$ from the LEM. Using Daly’s suggestion Eq. (8), these results would correspond to $\lambda_b/h_b \approx 0.51 \pm 25\%$ from the NS in good agreement with $0.54 \pm 15\%$ from the LEM.

B. Entrainment and diffusion

The entrainment or diffusion of heavy fluid into the bubbles is also important because they increase the effective bubble density to $\rho_h > \rho_l$ and this reduces their buoyancy and thus their velocity $\propto \sqrt{(\rho_h-\rho_l)gD_b}$. There are two plausible mechanisms for entrainment involving (1) the vortices generated at the bubble boundaries due to the velocity shear and (2) mode coupling. The vortical motion folds heavy fluid into the bubbles with short scale spirals that become either entrained or atomically mixed in the NS with and without IR, respectively. Mode coupling can also enhance diffusion because the daughter products are both at shorter and longer wavelengths ($k \pm \delta k$) than the parent modes. The $k + \delta k$ mode is poorly resolved in these NS because it has only a few zones/wavelength and this exacerbates the numerical diffusion. Unfortunately, the NS never recover from this diffusion because subsequent generations of bubbles are comprised of mixed fluid. The density increase can be characterized in two related ways, namely, by directly calculating the density in the bubbles near the front or indirectly from the atomic mixing parameter $\theta$. The densification of bubbles is seen directly in the sample vertical density slices in Fig. 22 from each NS late in time. The bubbles appear gray rather than black (except with IR) and this signifies that they have intermediate densities $\rho_l < \rho_h < \rho_b$ as indicated by the look-up table. Sample vertical density profiles through the dominant bubbles are shown in Fig. 23 at the location of the dotted lines in Fig. 22. The densities are in the range of 2–2.5 g/cm$^3$ without IR, whereas $\rho_b$ toggles between $\rho_l$ and $\rho_h$ with IR. To obtain $\rho_b$ consistently with and without IR, we compute averages for the leading bubbles within a radius $D_b/2$ of the highest bubble tip. This is exemplified for vertical slices of density and vertical velocity in Fig. 24 from TURMOIL3D without IR at $Agt^2/L = 5$ and with IR from ALEGRA at $Agt^2/L = 14$. The averages are computed for the region between the bubble tip and $z \leq 0.75 h_b$.
The front $Z_b(x,y)$ (solid line) and the maximum $(Z_b) - D_z/2$ (dashed line) in the vertical slices (top row). For example, there are $1.5 \times 10^5$ zones in the bubble samples with an average $\rho_b = 2.35 \text{ g/cm}^2$ and $V_b = 0.7 \text{ cm/s}$ for TURMOIL3D at $Ag/t^2/L = 22$ and there are 5800 sample zones with $\rho_b = 2.0 \text{ g/cm}^2$ and $V_b = 0.71 \text{ cm/s}$ for ALEGRA at $Ag/t^2/L = 14$. The corresponding values for all NS are summarized in Table IV. The bottom row in Fig. 23 shows horizontal slices.
at the height of the dashed lines in the top row. The dashed lines in the bottom row indicate the location of the vertical slices on top. For TURMOIL3D, the diffusion of heavy fluid into the bubbles is evident because the bubbles are lighter than black ($\rho_b > 1 \text{ g/cm}^3$). For ALEGRA with IR, the diffusion is limited to the interfacial zones, but the entrainment can be seen by comparing the density and velocity images. The density images show bubbles with light fluid (black)
surrounding heavy fluid (white) but the velocity images show a light central core indicating that both fluids within the bubbles are co-moving. This can also be seen in Fig. 25 by plotting the density vs velocity in zones within the averaging region. Without IR, TURMOIL3D exhibits densities >1.7 g/cm^3. With IR, ALEGRA shows a bimodal density distribution with 21% pure light fluid and 30% pure heavy fluid, both of which have similar velocities. This is a clear indication that the heavy fluid is entrained with the light fluid in the bubbles. The remaining 49% of the zones have intermediate densities due to numerical smearing in the interfacial zones. 

The degree of interfluid mixing can also be characterized by the molecular mixing profile.
u~5 signifies no mixing such as at t~0 and u~1 indicates complete molecular mixing. Late time profiles of u are exemplified in Fig. 26 for all NS with our standard color cod-

\[ \theta(z) = \frac{\langle f_b f_i \rangle}{\langle f_i \rangle \langle f_i \rangle}. \]  

\( \theta = 0 \) signifies no mixing such as at \( t = 0 \) and \( \theta = 1 \) indicates complete molecular mixing. Late time profiles of \( \theta \) are exemplified in Fig. 26 for all NS with our standard color cod-

---

**TABLE IV. Effective bubble density, global molecular mixing parameter, and multimode Froude-type number Fr.**

<table>
<thead>
<tr>
<th>Simulation</th>
<th>( \rho_b )</th>
<th>( \Theta )</th>
<th>Fr</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 x 256 x 512 TURMOIL3D</td>
<td>2.35</td>
<td>0.79</td>
<td>1.00</td>
</tr>
<tr>
<td>256 x 256 x 512 FLASH</td>
<td>2.46</td>
<td>0.80</td>
<td>0.89</td>
</tr>
<tr>
<td>256 x 256 x 512 NAV/STK</td>
<td>2.56</td>
<td>0.80</td>
<td>1.04</td>
</tr>
<tr>
<td>256 x 256 x 512 WPS/PPM</td>
<td>2.43</td>
<td>0.79</td>
<td>0.91</td>
</tr>
<tr>
<td>256 x 256 x 512 HYDRA</td>
<td>2.42</td>
<td>0.80</td>
<td>0.95</td>
</tr>
<tr>
<td>128 x 128 x 256 TURMOIL3D</td>
<td>2.38</td>
<td>0.80</td>
<td>1.01</td>
</tr>
<tr>
<td>128 x 128 x 256 RTI-3D</td>
<td>2.72</td>
<td>0.84</td>
<td>0.92</td>
</tr>
<tr>
<td>128 x 128 x 256 ALEGRA</td>
<td>2.51</td>
<td>0.77</td>
<td>0.92</td>
</tr>
<tr>
<td>128 x 128 x 256 ALEGRA IR</td>
<td>1.98</td>
<td>0.28</td>
<td>0.93</td>
</tr>
<tr>
<td>128 x 128 x 256 HYDRA</td>
<td>2.40</td>
<td>0.78</td>
<td>0.94</td>
</tr>
<tr>
<td>128 x 128 x 256 HYDRA IR</td>
<td>2.09</td>
<td>0.27</td>
<td>0.84</td>
</tr>
</tbody>
</table>

---

**FIG. 23.** (Color) Density profiles through dominant bubbles indicated by dotted lines in Fig. 22.

**FIG. 24.** (Color) Vertical and horizontal slices of density and vertical velocity in cgs units at \( Ag_{t_{0}}/L = 22 \) for TURMOIL3D and at \( \sim 14 \) for ALEGRA with IR. Dashed lines indicate position of complementary images.
ing. The NS without IR have similar values $\theta \approx 0.8$ and ALEGRA and HYDRA with IR have $\theta \approx 0.3$ due to the numerical smearing in the interfacial zones. The spikes ($Z < 0$) exhibit a slightly larger value of $\theta$ than bubbles ($Z > 0$) possibly because they are narrower than bubbles (Fig. 20) and the diffusion scale represents a larger fraction of their size. It is also useful to define the global molecular mixing parameter as

$$\Theta = \frac{\int (f_h f_l) dz}{\int (f_h) (f_l) dz}$$

because it is proportional to the total reaction rate if the two fluids are reactive, but it is within 1% of the average value of $\theta$ across the mixing zone. The values of $\Theta \approx 0.8$, as summarized in Table IV, are similar to the 0.7 observed by Wilson and Andrews\textsuperscript{77} and calculated in direct NS (DNS) by Cook and Zhou\textsuperscript{78}. The temporal variation of $\Theta$ is shown in Fig. 27 for TURMOIL3D NS M256 (solid line) and M128 (dashed line). Points from the other NS are also shown at early and late times. The molecular mixing increases to a steady value of 0.8 at $Agt^2/\lambda_0 \approx 30$ which is near the nonlinear saturation of the imposed modes as discussed in Sec. IV. This is important because the larger bubbles that dominate later in time are constructed of the earlier smaller bubbles which are heavily mixed, and molecular mixing is not reversible. Thus, the larger bubbles also have a smaller density contrast than the initial value and this may contribute to the reduced value of $\alpha_B$.

The relation between $\Theta$ and $\rho_b$ is shown in Fig. 28. The points are from the NS with the open and solid points being at early and late times. For example, $\Theta \approx 0.79$ for TURMOIL3D without IR and this corresponds to $\rho_b \approx 2.35 \text{ g/cm}^3$. With IR, ALEGRA has $\Theta \approx 0.28$ due to the zones at the interface between the pure fluids. Near the midplane, Andrews suggests the following relation:

$$\rho_b \approx \rho_b - (\rho_b - \rho_l) \sqrt{1 - \Theta}$$

which is represented by the line in Fig. 28. The bubble densities from the NS generally exceed Eq. (22), but they both indicate that the bubble density increases with molecular mixing.
C. Effective Froude-type number of dominant bubbles

Using our values of $D_b$ and $r_{b}$, it is possible to infer an effective Froude-type number $F_r$ for the dominant bubbles once their velocity $V_b$ is determined. This is done for the same bubble volume used in calculating $r_{b}$, namely, the region bounded by the bubble front $Z_b(x,y)$ and the maximum $(Z_b) - D_b/2$ as exemplified in Fig. 24 for a 2D slice. Then, the effective Froude-type number is defined as

$$F_r = \frac{V_b}{\sqrt{(\rho_h - \rho_b) g D_b/2 \rho_b}}.$$  \hspace{1cm} (23)

In order to assess the effect of entrainment, it is also useful to define a Froude-like number using the initial densities, namely,

$$F_{r0} = \frac{V_b}{\sqrt{(\rho_h - \rho_l) g D_b/2 \rho_h}}.$$  \hspace{1cm} (24)

Both values are compared with experiments in histogram form in Fig. 29. The population from the NS give values of $F_{r0} \sim 0.49 \pm 0.09$, which is similar to the value of 0.56 calculated from potential flow for a square periodic lattice of bubbles. However, this agreement may be fortuitous because $F_{r0}$ does not use the actual diluted bubble density due to entrainment and diffusion. When the actual bubble densities are used, the NS give $F_r \sim 0.94 \pm 0.06$ which agrees with the previous experiments: Lewis$^7$ reported $F_r \sim 1.1$, Glimm and Li$^{46}$ found $F_r \sim 1.1$ for the RR,$^{24}$ and the LEM experiments$^{30}$ obtain $F_r \sim 0.89 \pm 0.08$, all assuming no entrainment. Scorer$^8$ found a significant amount of entrainment in rising plumes and deduced $F_r \sim 1.2$.

To summarize, the NS clearly show that the bubbles have entrained heavy fluid and these exhibit a $F_r \sim 0.94$ in agreement with experiments. Such a value disagrees with the $\sim 1/2$ obtained from a potential flow model for a bubble in a tight tube$^{10}$ or a square periodic lattice.\footnote{This may be due to an envelope instability$^{32,46}$ or to the fact that RT bubbles resemble isolated bubbles in an open bath rather than in a tight tube or array. Remember, Davies and Taylor$^6$ found that $F_r$ increased from 1/2 to 2/3 for lenticular bubbles when the container was enlarged. The physical basis for this behavior is that the spike counterflow velocity is significantly larger when the boundaries are nearby and this increases the drag on the bubbles.\footnote{For RT bubbles, $F_r$ may exceed 2/3 because they are more cylindrical (ellipsoidal) rather than lenticular and such bodies have yet smaller drag coefficients.}}

VI. ENERGY BUDGET

A complementary method for estimating $\alpha_b$ involves global energy balance since the overturning of density due to RT mixing in the gravitational field releases potential energy depending only on the horizontally averaged vertical density profile $\langle \rho \rangle$. For $A \sim 0$, $\langle \rho \rangle$ is nearly symmetric in $Z$ with $h_b \sim h \sim h_s$, $h$ and $\langle \rho \rangle$ varies almost linearly between $\rho_h$ and $\rho_l$. This is a reasonable approximation as seen in Fig. 7. Then, the decrease in potential energy becomes

$$\delta P = \int_{-h}^{0} (\rho_l - \langle \rho \rangle) g z \, dz + \int_{0}^{h} (\langle \rho \rangle - \rho_h) g z \, dz \sim (\rho_h - \rho_l) gh^2/6.$$  \hspace{1cm} (25)
The directed kinetic energy is more difficult to evaluate because the density and velocity fluctuations are correlated. However, for \( \rho_b = \rho_t \) the densities can be replaced by their average with only a minor error and the average velocity can be estimated by \( V_z \sim h \). This gives a vertical kinetic energy of

\[
K_z = \frac{1}{2L^2} \int_{-h}^{h} \rho V_z^2 dx dy dz = \frac{\rho_t + \rho_b}{2} \frac{h^2 h}{2}
\]

and a ratio

\[
\frac{K_z}{\delta P} = \frac{3h^2}{4gh} = 12\alpha_b.
\]

This implies an upper bound of \( \alpha_b \sim 0.08 \) if there are no other energy sinks, i.e., if \( K_z \sim \delta P \).

However, the dissipated energy \( E_d \) and the kinetic energy in the horizontal directions \( K_x \) and \( K_y \) must also be considered because they affect the global energy balance by

\[
\delta P = K_z + K_x + K_y + E_d = K + E_d.
\]

The ratio of total kinetic and potential energies in the NS is represented by the dark histogram in Fig. 30. The NS obtain \( K/\delta P \sim 0.46 \pm 0.04 \) which means that more than 50\% of the liberated energy is dissipated. The ratio of \( K_z + K_y \) to \( K_z \) is also represented in Fig. 30 by the light histogram and has a sample average of 0.58 ± 0.04. Combining energy balance with Eq. (27) yields

\[
\frac{K}{\delta P} \sim 12[1 + (K_x + K_y)/K_z].
\]

With no energy dissipation \( K/\delta P \sim 1 \), Eq. (28) yields \( \alpha_b \sim 0.053 \) for \( (K_x + K_y)/K_z \sim 0.58 \) in agreement with experimental measurements. With the observed \( K/\delta P \sim 0.46 \) in these NS, Eq. (29) yields \( \alpha_b \sim 0.024 \) which is consistent with our simulation results. A code by code comparison is shown in Fig. 31 by plotting the observed \( \alpha_b \) with that calculated from Eq. (29). Again, there is reasonable agreement on the sample average of \( \alpha_b \), but there is a single point outside the error bars at \( \alpha_b = (0.02,0.03) \) from ALEGRA with IR. The calculated value from Eq. (29) is low \( \alpha_b \sim 0.02 \) because the kinetic energy is low \( K/\delta P \sim 0.38 \). This is currently not understood except to say that the ALEGRA calculation with IR is the shortest in terms of \( Ag\tau^2/\lambda_p \) and may have not yet reached an asymptotic state.

Within this picture, energy dissipation is identified for the reduced \( \alpha_b \) obtained in the NS. This may be reconciled with the observed buoyancy reduction described in Sec. V if species diffusion can be related to energy dissipation.

**VII. FLUCTUATION SPECTRA**

The fluctuations are analyzed by Fourier transforming the volume fraction in the horizontal plane at the original interface. Late time images of \( f_t \) at \( Z = 0 \) are shown in Fig. 32 for the specified NS. The NS in the top row are for M256 and exhibit much more fine scale features than those in the bottom row for M128. The NS without IR have significant molecular mixing (gray) and this is manifested with a smaller variance \( \langle f_t^2 \rangle - \langle f_t \rangle^2 \sim 0.05 \) than 0.18 with IR. But, even though IR keeps the fluids segregated, the correlation of velocity and density indicates that there is co-moving light and heavy (entrained) fluid and this is manifested with \( \rho_b \sim 2 \text{ g/cm}^3 \). In addition, IR does seem to enhance small scale features.

The scale distribution is characterized here by the “power spectrum”

\[
\Phi(N) = 2\pi N \langle f_t(N)^2 \rangle_\phi,
\]

where \( \langle f_t(N)^2 \rangle_\phi \) is the azimuthal average (in \( k \)-space) of the square of the Fourier transform \( f_t(N) \) and \( N \) is the mode number \( kL/2\pi \). With this normalization, the sum of \( \Phi(N) \) from \( N = 1 \) to the Nyquist limit (\( N \approx 256/2 \) or 128/2) equals the variance of \( f_t \), namely,

\[
\langle f_t^2 \rangle - \langle f_t \rangle^2 = \sum_{N=1}^{N_y} \Phi(N).
\]

Figure 33 compares \( \Phi(N) \) from the various NS with the standard color coding at (a) early and (b) late times. The spectral peaks decrease from \( N = 4 \)–10 in (a) to 2–3 in (b).
consistent with the self-similar evolution of \( \lambda_b \) observed earlier. Then the spectra exhibit a region of Kolmogorov type behavior as \( N^{-5/3} \) (gray line). In the later stages when the separation between the inertial \( \sim \lambda_b \) and dissipation scales is large, the spectral index is found to be \(-1.4 \) to \(-1.8 \). Above some critical mode number \( N_{crt} \), the spectra decrease precipitously with indices in the range \(-3 \) to \(-5 \) except for \(-10 \) for FLASH. \( N_{crt} \) is defined by the intersection point of the \( N^{-5/3} \) region and a power law fit (line on log–log plot) to the dissipative part of the spectrum.

\( N_{crt} \) compares favorably to the Kolmogorov mode number \( N_{Kol} = L/\lambda_{Kol} \), where
\[
\lambda_{Kol} = (v^3/\epsilon)^{1/4}.
\]
The specific dissipation rate/volume is taken to be
\[
\epsilon \sim \frac{1}{\rho_1 + \rho_2} \frac{d}{dt} \left[ \frac{E_d}{2h} \right] = \frac{1}{\rho_2} \frac{d}{dt} \left[ \frac{E_d}{2h} \right] - \frac{K}{\delta P} \frac{Ag \, dh}{12 \, dt}.
\] (33)

Then, with the amplitude given by Eq. (1), the kinetic and potential energies described in the previous section, and the numerical viscosity given by Eq. (8), we obtain
\[
\lambda_{Kol} \sim \left( \frac{6 \alpha_3}{(1 - K/\delta P) \alpha_b} \right)^{1/4} \frac{\Delta}{(Agt)^{1/8}} \frac{2 \pi \Delta}{2 \pi}. \] (34)

\( \lambda_{Kol} \) depends mainly on the viscosity through \( \sigma \) and \( \Delta \), and is typically \( 3 \)–\( 5 \) zones wide. As shown in Fig. 34, \( N_{Kol} = L/\lambda_{Kol} \) is found to increase linearly with \( N_{crt} \) with a correlation coefficient \( \sim 0.9 \). This implies that the numerical viscosities obtained from the single mode study accurately govern energy dissipation since the slopes \( N_{crt}/N_{Kol} \) are near unity (1.02 early and 1.05 late).

It is interesting to note that the most unstable mode \( \lambda_p \) with viscosity is almost identical to \( \lambda_{Kol} \). This can be seen by comparing Eqs. (15) and (34), namely,
\[
\frac{\lambda_p}{\lambda_{Kol}} \sim \left( \frac{(1 - K/\delta P) \alpha_b}{6} \right)^{1/4} \frac{(Agt)^{1/8}}{\Delta} \frac{2}{\sigma^{1/12}} \sim 1.
\] (35)

This is physically reasonable and supports the use of the well known single mode evolution to quantitatively evaluate the numerical viscosity.

It is also interesting to note that if the well resolved (low \( N \)) portion of the spectrum is an accurate representation of what should be a Kolmogorov spectrum, it is possible to estimate how well the NS perform as the zoning is varied. This is done by comparing the actual variance of \( f_i \) given by Eq. (31) to the ideal variance in the limit of zero viscosity, namely,
\[
\frac{\langle (f_i^2) - \langle f_i \rangle^2 \rangle_{\text{Ideal}}}{\langle (f_i^2) - \langle f_i \rangle^2 \rangle_{\text{Ideal}}} = \sum_{N=1}^{N_{crt}} \Phi(N) + \sum_{N_{crt}+1}^{\infty} cN^{-5/3},
\] (36)

where the constant \( c \) is obtained by fitting \( N^{-5/3} \) to the computed spectrum for \( N<N_{crt} \). Then, the fraction of the variance of \( f_i \) described by the NS can be estimated as
\[
\frac{\langle (f_i^2) - \langle f_i \rangle^2 \rangle_{\text{Ideal}}}{\langle (f_i^2) - \langle f_i \rangle^2 \rangle_{\text{Ideal}}} = \sum_{N=1}^{N_{crt}} \Phi(N) + \sum_{N_{crt}+1}^{\infty} cN^{-5/3}.
\] (37)

Remember, the variance in the NS is represented by the numerator and an ideal Kolmogorov variance with no dissipation is represented by the denominator. This “explained fraction” is shown in Fig. 35(a) and Table V to increase with \( N_{crt} \approx N_{Kol} \approx L/\Delta \). The late points (solid) have an average \( \sim 91\% \) compared to \( \sim 78\% \) earlier in time (open) because the spectra have broadened due to the self-similar growth of the inertial range. Please note the 50\% offset in the ordinate since this analysis is not meaningful for narrow spectra \( N_{crt} \ll 10 \).
The lines are calculated for an ideal Kolmogorov spectrum as

\[ \frac{(f_i^2 - \langle f_i \rangle)^2}{\langle (f_i^2) - (f_i)^2 \rangle_{\text{Ideal}}} = \sum_{N_{\text{min}}}^{N_{\text{crt}}} N^{-5/3} \]

by assuming that there is zero contribution below the inertial range \( N < N_{\text{min}} \sim L/\lambda_b \sim 1 \) and from the dissipative part of the spectrum \( N > N_{\text{Kol}} \). The late (solid) points lie between the \( N_{\text{min}} \sim 1-2 \) lines and the early (open) points agree with \( N_{\text{min}} \sim 5 \) consistent with the spectra in Fig. 33. The points and lines in Fig. 35(a) can be consolidated by plotting the “explained fraction” vs \( N_{\text{crt}}/N_{\text{min}} \) because it represents the important dynamic range between the inertial and dissipation scales. From Fig. 33, \( N_{\text{min}} \) for the NS is taken as 4 and 1 for the early and late data, respectively. The agreement is surprising given the simplifying assumptions and the variation suggests two important points. First, the strong initial increase suggests that the spectral width must exceed \( N_{\text{crt}}/N_{\text{min}} \sim \lambda_b/\lambda_{\text{Kol}} \sim 5-10 \) to obtain an accurate (\( > 50\% \)) representation of RT turbulence. Second, it is numerically costly to obtain \( > 95\% \) accuracy since the improvement in performance with \( N_{\text{crt}}/N_{\text{min}} \sim 1/\Delta \sim 4/8 \) is weak. For example, the zoning would have to be increased almost tenfold to recover the 5% not described by these 256 \( \times 256 \times 512 \) simulations.

VIII. SUMMARY AND DISCUSSION

This paper describes a comparative study of the multimode RT instability in the limit of strong mode coupling. This is done by imposing only short wavelength perturbations so that the asymptotic self-similar evolution to longer wavelengths progresses solely by the nonlinear coupling of saturated modes. This study is performed with a variety of MILES described in Sec. II from different institutions by quantitatively comparing the results with theory and experiments from the viewpoint of single mode growth, self-similar bubble dynamics, energy balance and spectral analy-
sis. The numerical results are found to be converged by zoning, physically self-consistent and in reasonable agreement with previous direct NS (DNS), experiments and theory. The main difference is that the bubble acceleration parameter is found to be $\alpha_b \sim 0.025 \pm 0.003$ [when the original $A$ is used in Eq. (1)] compared to $\alpha_b \sim 0.057 \pm 0.008$ in the experiments. It is possible that this difference is due to numerical artifacts, but we believe that the experiments. It is possible that this difference is due to numerical artifacts, but we believe that the experiments.

Parameter $\alpha_b$ should be insensitive to the initial conditions since it is dominated by the non-linear interaction of short wavelength modes of “intrinsic” scales ($h_b \sim \lambda$) near saturation. We consider it to be fundamentally important to know if this growth coupling limit represents the typical experimental conditions because it would affect mix models. However, this limit is stressful computationally because the parent modes couple nonlinearly to both shorter and longer wavelength modes and the former produce significant fine-scale entrainment or diffusion. When the fine-scale dilution of the bubbles is accounted for as described in Sec. V and discussed below, the NS and experiments are in better agreement. In the experiments, the larger $\alpha_b$ could be due to a smaller amount of fine-scale dilution and/or the presence of long wavelengths perturbations with amplitude $>10^{-4}/\lambda$, and these may be related. Clearly, more simulations and measurements are ultimately required to clarify these issues. Our results are summarized as follows.

The NS are first compared with theory by conducting 3D single mode zoning studies as described in Sec. III. At small amplitude, the observed exponential growth rate $\Gamma$ is typically better than 80% of classical when there are more than 8 zones/$\lambda$. For fewer zones, a numerical viscosity $\nu \propto \sqrt{\Delta^3}$ is inferred by fitting the analytical $\Gamma$ with that observed. At large amplitude, the bubble terminal velocity is found to be within 90% of that predicted by potential flow when there are more than 8 zones/$\lambda$.

The multimode study was designed to investigate the mode-coupling limit by imposing only short wavelength perturbations: modes 32–64 for $256 \times 256 \times 512$ zones and 16–32 for $128 \times 128 \times 256$ zones. In the initial phase $Ag_t^2 < 100 \lambda_b$, the growth is rapid due to the amplification of the imposed modes and consistent with the marginally resolved single mode growth rate at $\sim 8$ zones/$\lambda$. Subsequently, the flow is dominated by longer wavelength modes that have grown self-similarly via mode coupling. Since these modes are better resolved, the NS are expected to be even more accurate in this phase. As a result, the two zone resolutions give the same asymptotic values of $\alpha_b$.

The fidelity of the multimode NS is evaluated by conducting a spectral analysis of the volume fraction fluctuations at the midplane as described in Sec. VII. The NS without IR exhibit Kolmogorov power spectra (index $\sim -5/3$) between the inertial range $\lambda_b$ and the dissipation scale. The latter agrees with the Kolmogorov scale $\lambda_{Kolm} \sim 3\Lambda$ calculated with our numerical viscosity inferred from linear theory. Since $\lambda_b$ grows with $h_b$, the spectral dynamic range increases to $\lambda_b/\lambda_{Kolm} \sim 60$ near the end of the NS and this implies that our NS resolve over 90% of the fluctuations compared to an idealized ($\nu \to 0$) Kolmogorov spectrum.

It is found that the scale at which energy is dissipated is proportional to the zone size but the amount of dissipation remains constant at $\sim 50\%$ of the converted potential energy in agreement with true DNS. This is important since it is

![Spectrum explained by NS (%)](image)

**TABLE V. Energy budget and spectral characteristics.**

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Early</th>
<th>Late</th>
<th>$N_{crit}$</th>
<th>$N_{Kolm}$</th>
<th>$f_1 \cdot variance$</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$256 \times 256 \times 512$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TURMO3D</td>
<td>50</td>
<td>52</td>
<td>62</td>
<td>79</td>
<td>94</td>
<td></td>
</tr>
<tr>
<td>FLASH</td>
<td>33</td>
<td>47</td>
<td>51</td>
<td>92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NAVSTK</td>
<td>47</td>
<td>56</td>
<td>41</td>
<td>91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WPPPM</td>
<td>39</td>
<td>73</td>
<td>67</td>
<td>93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HYDRA</td>
<td>43</td>
<td>52</td>
<td>67</td>
<td>93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$128 \times 128 \times 256$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TURMO3D</td>
<td>54</td>
<td>32</td>
<td>36</td>
<td>90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT1-3D</td>
<td>39</td>
<td>34</td>
<td>38</td>
<td>91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALEGRA</td>
<td>41</td>
<td>27</td>
<td>19</td>
<td>88</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALEGRA_R</td>
<td>40</td>
<td>38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HYDRA</td>
<td>38</td>
<td>30</td>
<td>29</td>
<td>90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HYDRA_R</td>
<td>36</td>
<td>37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
possible at small $A$ to link $\alpha_b$ to the directed kinetic/potential energy as described in Sec. VI.

The multimode NS are also compared to models of self-similar bubble dynamics (Secs. I and V) because the models have been important in understanding the RT instability. The cornerstone of these models is the well known (and accepted) terminal bubble velocity Eq. (2) which depends on the bubble size $D_b$ or $\lambda_b$, the effective density contrast $\delta \rho$ and the proportionality constant Fr. If $D_b \approx h_b$, then Eq. (1) solves Eq. (2) with $\alpha_b \approx Fr^2 \delta \rho D_b / h_b$ [e.g., Eq. (3)]. Such self-similar growth can occur by (1) coupling of smaller saturated bubbles or (2) amplification of ambient modes of successively longer $\lambda$. The first is a merger process that is insensitive to the initial conditions because it involves the nonlinear coupling of modes with “intrinsic” scales $h_b \sim \lambda$ near saturation. The second is a competition process that depends weakly on the initial perturbations because the small amplitude growth is exponential. In these simulations, the diameter of the dominant bubbles is obtained by autocorrelation analysis (Sec. V) and it is found to increase self-similarly $D_b / h_b \sim 0.38 \pm 25\%$ in agreement with LEM measurements$^{30}$ $D_b / h_b \sim 0.41 \pm 15\%$ near $A \sim 0.5$.

However, in order to describe the velocity of the dominant bubbles and thus $\alpha_b$, it is necessary to account for the density dilution due to small-scale mixing or entrainment. This is quantified in Fig. 29 in terms of the proportionality constant Fr in Eqs. (2), (23), and (24). In these NS, we obtain Fr$\sim 0.49$ by assuming bubbles with the original density $\rho_b = \rho_1$ and Fr$\sim 0.94$ by using the actual diluted bubble density $\rho_b = 2 - 2.5 \rho_1$. In RT experiments, it was found that Fr$\sim 0.9 - 1.1$ (Refs. 7, 30, 46) assuming no fine-scale mixing or entrainment because of the significant surface tension. For highly miscible plumes,$^3$ a value of Fr$\sim 1.2$ was obtained when normalized for the observed density dilution. These results indicate that the NS without IR exhibit significant fine-scale mixing similar to true DNS,$^7$ miscible plumes,$^3$ and RT experiments.$^{77,80}$ In our NS with IR, fine-scale mixing is replaced by an equivalent entrainment and this leads to similar values of $\alpha_b$ and thus $\alpha_b$. The dilution may have been small in most of the RT experiments$^{24-30}$ reporting an $\alpha_b$ because of the high Schmidt number or surface tension. For example, in the LEM experiments,$^{30}$ $\alpha_b$ increased by only 20% when the surface tension was increased 50-fold.

These issues are not yet resolved and should be investigated both numerically and experimentally. For example, simulations with various front-tracking methods would be very useful in investigating the effect of fine-scale mixing and entrainment. However, these effects may depend on the initial conditions.$^{21,40}$ Inogamov$^{21}$ suggests that true self-similar behavior ($\alpha_b$ independent of time) occurs only for an initial $k^{-2}$ spectrum and that $\alpha_b$ increases logarithmically with the initial amplitude. Simulations by Linden et al.$^{40}$ suggest that $\alpha_b$ can be increased from $\alpha_b \sim 0.035$ by adding long wavelength modes with amplitude $\approx 0.001 \lambda$. Modes with amplitude $\approx 0.01 \lambda$ must be added when $\alpha_b \sim 0.06$. Dimonte$^{39}$ attempts to quantify the dependence of $\alpha_b$ and $\lambda_b / h_b$ on initial conditions by applying Haan’s saturation model$^{50,51}$ to bubble dynamics. With large long wavelength perturbations, the fine-scale dilution that characterizes the mode-coupling limit may be reduced since the nonlinear coupling to short wavelength modes is smaller. In experiments, it is important to measure the initial conditions, but this may be difficult because they are small and may be augmented in transit by vibrations.$^{49}$ In addition, fine-scale mixing would best be measured directly with reactive fluids because methods employing laser sheets are prone to error when the laser intensity is not uniform in both directions.

Finally, if anyone is interested in repeating these calculations with their own numerical methods, please contact dimonte@lanl.gov or any of the other authors for an electronic form of the initial conditions.
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